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Abstract:
This project focused on optimizing the fabrication process of a biological microelectromechanical systems 
(bioMEMS) device for direct delivery of cancer drugs. A photolithographic process was used to fabricate 50 × 50 
µm “step” groove patterns on aluminum substrates, which were then used to make a metal mold for device synthesis 
with the inclusion of grooves. Heat was incorporated during PDMS curing to drastically reduce production time. 

Introduction:
Direct delivery of cancer drugs is a topic of increasing 
importance, as current methods of cancer treatment are 
expensive and inefficient. High concentrations and large 
dosages are required for chemotherapy drugs and other 
substances to have a significant effect in treating cancer, 
driving up treatment costs as chemotherapy drugs are 
expensive to make. Direct delivery of cancer drugs increases 
the efficiency of treatment, lowers the costs as less drugs and 
lower concentrations are required, and reduces the severity of 
side-effects. 
One method for implementing direct delivery is to implant a 
biocompatible device made of polydimethylsiloxane (PDMS) 
containing cancer drugs into sites of recently removed tumors. 
The drugs are dispensed from a hydrogel inside the device, 
using a hyperthermia coil to supply heat for activating the 
gel’s contraction mechanism, with micro-channels acting as 
delivery pathways for drug flow. 
This project focuses on the inclusion of microgrooves onto the 
device surface for cell attachment, fostering biocompatibility 
with the human body. The grooves can be tailored to the 
average size of the specific cancer cell type for optimum cell 
adhesion. 

Procedure:
SU-8 50 microgrooves were made on 0.5 in × 0.5 in aluminum 
5052 alloy substrates of thickness 0.3 mm, following the 
procedures outlined by MicroChem for 50 µm films [1]. 
It should be noted that: the final ramp-up spin speed was  
~ 2180 RPM; all bakes were done in convection ovens, so 
heating times were 50% longer than outlined in procedures; 
and a hard-bake of 2 hrs minimum was carried out on the 
aluminum substrates. After making four substrates, a mold 
was assembled so that the bottom had a cylindrical piece of 
metal with diameter of 0.6-0.7 cm and height of 0.9 cm, and 

the interior length and width (on the inside of the mold) was 
1 cm each, with the height at 1.1 cm. Under a fume hood, the 
mold was placed on a Petri dish with a few drops of silanizing 
agent. The dish was placed into a vacuum desiccator and was 
left in chamber for 1 hr under a pressure of 12.5 psi. 
Two pieces of aluminum foil were molded onto the bottoms 
of 250 ml and 150 ml beakers. Using materials from a 184 
Sylgard kit, PDMS was prepared by mixing at a weight ratio 
of 10:1 monomer to curing agent on a chemistry boat. Once 
the mixture became cloudy due to bubbles, the boat was 
degassed in vacuum at 12.5 psi for 45 min. Afterwards, any 
remaining bubbles were removed and the mold was placed 
on large foil boat. Next, the mixture was poured into a mold 
and small foil boat and re-degassed at 12.5 psi for a minimum 
of 1 hr, with pressure throttled every 20 min to assist with 
bubble removal. The boat was then placed on a hot plate, set 
to 125°C, for 20 min until the PDMS cured. After air cooling, 

Figure 1: SEM of PDMS replica of microgroove pattern.
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the mold was disassembled, using a razor to remove excess 
PDMS and foil from the small boat while carefully removing 
the substrates from casing. Using a micropipette to drop a 
small amount of curing agent on the side of the casing with 
a hole, the thin piece of PDMS from the small foil boat was 
cured onto a PDMS casing at 125°C for 20 min. After an air 
cool, the excess PDMS was removed using a razor.

Results and Discussion:
Using scanning electron microscopy (SEM) images of 
PDMS replicas such as in Figure 1, we confirmed the process 
conditions for good resolution replica molding of SU-8 
microgrooves, and then fabricated the casing mold with 
the substrates. The original processing time, without the 
addition of heat, was dramatically reduced from 48 hours to 
45 minutes with the inclusion of heat during PDMS curing. 
Figure 2 shows the completed device casing, and Figure 3 
demonstrates the successful microgroove pattern replication 
onto the device surface. A preliminary experiment monitoring 
the cell attachment to microgrooves was conducted, and 
initial results showed that cells were in fact attached to the 
microgroove walls, as shown in Figure 4.

Conclusion:
In conclusion, the process and conditions used were successful 
in the fabrication of microgrooves on the bioMEMS device 
surface, potentially allowing the device to integrate with the 
human body without rejection. Along with the reduction in 
production time, our findings increase the viability of the 
device as an alternative to current cancer therapy methods.

Future Work:
For future work, long term studies of cell adhesion to device 
microgrooves will be conducted, flow-rate measurements of 
drug delivery via the hydrogel will be obtained, and efficacy of 
iron-oxide nanoparticles as a potential therapy in conjunction 
with the device will be determined.
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Figure 2: Photo of finished device casing.

Figure 3: SEM micrograph of a corner of PDMS casing.

Figure 4: Photo of nuclear-stained  
cancer cells attached to microgrooves.
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Figure 1: Fabrication of the magnetic nanoparticles.
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Abstract:

Nanoparticles with specific ordered structure 
and composition can produce unique optical or 
electromagnetic signatures. These nanoparticles 
are finding new uses such as biomarker scaffolds 
in cancer diagnostics. This work involved 
optimizing the process of direct fabrication using 
nanoimprint and other techniques common to 
device manufacturing in order to produce these 
nanoparticles. In particular, our work focused on 
creating nanoimprint templates and optimizing 
their use in thermal nanoimprinting. In order to 
optimize the direct fabrication process, solution 
phase synthesis and various characterizations, 
such as scanning electron microscopy (SEM) of 
metal nano-structures were used [1]. Nanosphere 
lithography (NSL) of wafer-scale arrays was 
achieved through Langmuir-Blodgettry (LB) and 
careful reactive ion etching as shown in Figure 1. 
We utilized LB in order to bypass many of the 
limitations of the current fabrication methods and 
still be able to create close-packed nanoparticle 
arrays over large scales. 
This is unique in the field of NSL and originates 
primarily in the use of nanoparticles of silica as a 
direct mask for etching. The motivation behind 
this research was to develop an optimized method 
of fabricating magnetic nanoparticles for highly 
selective and sensitive cancer bioassays.

Introduction:
Magnetic nanoparticles were first developed approximately 
35 years ago [1]. These nanoparticles have shown remarkable 
potential for curing the cancer disease and have brought new 
dimensions to cancer research. Our group has previously 
demonstrated the use of the Langmuir-Blodgett (LB) method 
to produce stamps, and used those stamps for to produce 
templates for synthetic antiferromagnetic (SAF) nanoparticle 
fabrication. However, the complete process to use these stamps 
and templates to produce the SAF nanoparticles has not yet 
been done. We fabricated stamps which will be utilized in this 
process so that the SAF nanoparticles can be fabricated and 
investigated as bioassays for cancer.

In order to enhance the process of direct fabrication, we needed 
to make high-density arrays of the SAF nanoparticles, which 
are typically made using either electron beam lithography 
or photolithography methods. However we utilized the LB 
method, which is relatively fast, inexpensive and uses only 
small amounts of raw material, whereas lithography is 
expensive, time consuming and uses large amounts of raw 
material. The LB method utilizes the LB trough. 
In brief the LB trough, as shown in Figure 2, is an instrument 
that is used to study the properties of a monolayer of 
amphiphilic molecules. Among other applications, the 
instrument can compress the monolayer to deposit LB films 
on a solid substrate, such as silicon.
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Figure 2: Langmuir-Blodgett trough and deposition.

Utilizing this method we hoped to accomplish our objectives of 
enhancing the process of direct fabrication using nanoimprint 
and other techniques, such as the LB trough for deposition, in 
order to produce uniform arrays of silicon nanopillars across 
the substrates surface, create many nanoimprint templates 
in a short amount of time and improve their use in thermal 
nanoimprinting. Finally we hoped to employ an optimized 
method of fabricating magnetic nanoparticles for use in 
highly selective and sensitive cancer bioassays. Our particular 
research area concentrated on placing the SiO2 nanoparticles 
on the Si substrate to be used as etch masks to create silicon 
nanopillars for nanoimprint templates.

Experimental Procedure:
Functionalization of SiO2. Two mL of the cleaned silica 
nanoparticles solution was diluted into 14 mL absolute ethanol 
1 mL water, and 100 μL 3-aminopropyl (diethoxymethyl-
silane). 97% (APDES) is added with vigorous stirring. The 
sample was stirred overnight and then heated at 100°C for 
one hour while being covered in aluminum foil. Cleaning was 
then performed on the functionalized sample by centrifugation 
into ethanol and methanol, in 15-minute intervals for a total 
of five intervals. The solution-based sample was then taken 
for deposition, with final dispersion into the spreading solvent 
desired for LB.
Langmuir-Blodgett Deposition. The functionalized samples 
of silica nanoparticles were injected onto the water subphase 
by means of a syringe pump. The film was then compressed 
until a sharp rise was observed in the surface pressure, 
indicating the formation of a monolayer. Dip-coating 
depositions were usually performed on oxygen plasma 
cleaned silicon substrates with the substrate perpendicular 
to the water surface. The substrate was dipped through the 
monolayer at 40 mm/min, followed by raising the substrate 
at 5 mm/min to collect an even film. The surface pressure for 
optimal deposition was strongly dependent on the size of the 
nanoparticles, with larger silica samples commonly reaching 
pressures of 5 mN/m2.

Results and Conclusions:
It is clearly seen in the SEM image shown in Figure 3 that 
uniform arrays of masked nanoparticles are evenly formed 
across the silicon wafer. (See T. Sengupta’s report, page 
28, for etching the Si using this mask, and producing the 
stamp.) Thus, the Langmuir-Blodgett method bypassed many 
of the limitations of the current fabrication methods on the 
nanoscale. Additionally, we produced close packed arrays of 
SiO2 nanoparticles by LB deposition. Using this process and 
subsequent etching, a stamp for the fabrication of magnetic 
nanoparticles was produced.

Future Work:
In the further experimentation of the LB process, we hope 
to investigate the limitations of the current functionalization 
method, such as defects, incomplete coverage and imperfect 
hydrophilicity that occurs in certain regions of the substrate 
after deposition. Also, we hope to utilize these stamps to 
produce magnetic nanoparticles for cancer bioassays.
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Figure 3: Uniform nanoparticles are formed  
across the silicon wafer. SEM taken at 25000x.
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Abstract:
Step and flash imprint lithography (S-FIL) is a nanoimprint lithography technique that can be used to fabricate 
nanoparticles of specific shape, size, and aspect ratio. The Imprio 100 (Molecular Imprints, Austin, TX) is a 
commercially available S-FIL tool that uses silicon (Si) wafers as the imprinting substrate. To create a suitable 
imprinting surface that will initially act as an adhesion layer during the imprinting process and then as a release 
layer to mildly remove the nanoparticles from the surface; the Si wafer is pre-treated with a bottom anti-reflective 
coating (BARC) and then a water soluble polymer layer: polyvinyl alcohol (PVA). Defects on the imprinting 
substrate will result in imperfections in the imprints as shown in Figure 3. The objective of this project was 
to determine the optimal spin coating speed and percent polymer solution of the PVA that yielded a uniform, 
reproducible pre-coated substrate. Success in the spin coating process allows for a greater area to be imprinted 
upon and therefore, contributes to the success of the S-FIL process in creating a maximum number of nanoparticles 
per wafer. Optimization of the imprinting substrate coating process is required to fabricate uniform imprints and 
therefore more uniform, reproducible nanoparticles. 

Introduction:
Nanoscale drug delivery carriers have become more applicable due to their 
improvements over current small molecule drugs. Nanoscale drug delivery carriers 
allow for interaction on the cellular level and real time response and release. With 
precise control of size and shape, nanoscale drug carriers also can allow for better 
targeting and response meaning smaller doses of dangerous drugs administered to 
healthy cells. Limitations in current nanocarrier methodology include bottom up 
synthesis producing poly-disperse particle size, difficulty of in vitro / in vivo correlation 
of kinetics and the use of passive targeting through the enhanced permeability and 
retention (EPR) effect. 
Top down manufacturing, using the S-FIL method as shown in Figure 1, allows for 
incorporation of multiple properties directly into the nanocarriers. Highly mono-
disperse nanocarriers of precise sizes and shapes have been developed using this 
method [1].

Methods/Materials:
The imprinting substrate consisted of two layers: a bottom anti-reflective coating 
(BARC), which acts as an adhesion layer and prevents backscattering during the 
imprinting process, and a water-soluble polyvinyl alcohol (PVA) layer that allows 
for one step release of the particles upon exposure to aqueous solution, as shown 
in Figure 2. This PVA layer also allows for simple removal of the particles without 
using mechanical force, therefore preventing damage and loss of the particles. 
Imperfections in the substrate cause inconsistency in the imprint and difficulty in 
creating reproducible, uniform imprints (Figure 3). 
The objective of this project was to create a more uniform, reproducible pre-coated 
substrate by determining the optimal spin-coating speed and percent polymer solution 
of polyvinyl alcohol to create the substrate.

Figure 1: Step and flash imprint 
lithography method.
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1%, 2% and 5% (w/v) polymer solutions of PVA were made by 
heating distilled (DI) water to 85°C and adding PVA one gram 
at a time until all was dissolved. The solution was brought up 
to its correct volume, sealed and left to stir overnight. The 
next day, the solution was vacuum filtered. To test viscosity, 5 
mL of the solution was pipetted into a Canon-Fenske Routine 
glass viscometer. The solution was timed moving from marks 
A to B giving the viscosity. Prior to spin-coating, 4 inch 
silicon wafers were cleaned in a 30 minute piranha solution, 
a 10 minute buffered oxide etch (BOE) and spun dry for 3.5 
minutes. Approximately 650 µL of BARC was spun on a 
wafer at 2500 RPM for 25 seconds and post baked at 180°C 
for 1 minute. The wafer was then allowed to sit for ~ 20-30 
minutes to allow the BARC coating to dry and the wafer to 
cool. 
Approximately 5,000 µL polyvinyl alcohol solution (PVA) 
was dispensed onto the center of the wafer. The wafer was 
allowed to sit for one minute and was then spun for 60 seconds 
on variable speeds. 1%, 2% and 5% (w/v) polymer solutions 
were used at speeds of 1000 RPM, 2000 RPM, 3000 RPM 
and 4000 RPM. Afterwards, BARC and PVA film thicknesses 
were measured using a Cauchy model with a J. A. Woollam 
M-3000 ellipsometer.

Results/Conclusion:
As the weight/volume percent (w/v%) of the polymer, PVA 
31,000, in the solution increased, the viscosity and refractive 
index increased proportionally. Higher percent polymer 
solutions yielded higher average thicknesses at all speeds. An 
exponential trend was found when examining increasing spin 
speeds and thicknesses as shown in Figure 4. The 5% PVA 
polymer had the thickest layers; however, the high viscosity 
of the solution caused a large amount of air bubbles to form 
causing multiple imperfections in the substrate. The 1% 
polymer had such a low viscosity that its average thickness 
always ranged from 250 to 300 Å regardless of spin speed. 
Although the substrate was consistently the most uniform and 
had the least imperfections, the PVA layer was too thin so 
that particles, when imprinted on the wafer, may still adhere 
to the BARC. The 2% solution had more imperfections in 
the substrate than the 1% solution, but its thickness was high 
enough at speeds of 1000 to 2000 RPM to create a uniform, 
reproducible substrate. Thus, the 2% polymer was found to 
be the most ideal concentration to use, while 2000 RPM was 
found to be the best spin speed to create the least number of 
imperfections.

Future Work/ Acknowledgments:
In the future, this imprinting substrate will help produce 
uniform, reproducible imprints, maximizing the number of 
particles created. I would like to acknowledge the National 
Nanotechnology Infrastructure Network Research Experience 
for Research Program and National Science Foundation 
for funding, and UT Austin, Microelectronics Center, Mary 
Caldorera-Moore, and my PI, Dr. Krishnendu Roy, for their 
assistance in completing this project.
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Figure 4: Graph of spin speed vs. average thickness of various 
percentages of PVA solutions: 5% showed an exponential trend while 
2% and 1% polymer solutions had nearly linear trends in thickness.

Figure 2: A. BARC coated wafer; B. PVA coated wafer.

Figure 3: A wafer that has been fully imprinted on. Areas with 
various coloring show imperfections in the substrate.
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Abstract:
This REU project focused on optimization of the electrosonic ejector microarray (EEM) to enable efficient 
intracellular nanomaterial delivery. The EEM ejects biological cells through microscopic nozzles with incorporated 
electroporation electrodes, thereby opening pores in the cell membrane for uptake of drugs and/or genes/nucleic 
acids. The device assembly consists of a piezoelectric transducer for ultrasound generation, a polydimethylsiloxane 
(PDMS) chamber for holding the biomolecule and cell solution, and a 20 × 20 array of pyramidal-shaped nozzles 
etched in silicon and coated with gold. The piezoelectric transducer drives the sono/mechanoporation of the cells, 
while the gold-coated nozzles are used to generate an electric field, which allows for electroporation. The PDMS 
serves as both a fluid reservoir and a microfluidic device. The water in the reservoir transfers the generated acoustic 
waves from the piezoelectric to the cell mixture, and fluidic channels that are cast into the PDMS allow separate 
groups of nozzles to be accessed for simultaneous ejection of multiple samples. 

layer was deposited to insulate the silicon nozzles from the 
gold electrode layer. For better adhesion, a titanium seed layer 
was sputtered onto the nitride before depositing the gold. 
PDMS was selected for its mechanical properties (e.g., 
high flexibility and compressibility), biocompatibility, and 
low cost. The PDMS spacer separates the disposable EEM 
from the remainder of the assembly, maintaining a sterile 
environment for the cell mixture. The fluidic channels are 
designed to isolate small groups of nozzles, minimizing 
sample volumes while maximizing throughput. A mold for 
the channels is patterned in SU-8 10 on a silicon wafer [1]. 

Figure 1: Electrosonic ejector microarray fabrication process.

Device Fabrication:
The fabrication process for the EEM is shown in Figure 1. An 
array of square openings for the nozzle bases was patterned 
in Microposit SC 1827 photoresist. This pattern was then 
transferred into a silicon nitride (Si3N4) layer on the backside 
of a [100]-oriented silicon wafer using inductively coupled 
plasma (ICP) etching. The pyramidal nozzles were formed by 
wet etching through the silicon wafer in a potassium hydroxide 
(KOH) solution (see Figure 1e). The KOH solution etched 
the [100] orientation (normal to the wafer face) significantly 
faster than the [111] orientation (54.74° to the wafer face). 
The size of the nozzle apertures was controlled by varying the 
etch time. Following the KOH etch, a 500 nm silicon nitride 

Figure 2: Expanded device assembly.
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Trimethylchlorosilane (TMCS) is vacuum desiccated onto the 
mold to ease removal of the PDMS and allow the mold to be 
reusable. The fluid reservoir lays flush with the piezoelectric 
(see Figure 2) and transfers the acoustic waves into the 
cell medium in each of the nozzles. Although the acoustic 
properties of PDMS are similar to those of water and the cell 
medium, the PDMS layers dissipate acoustic energy. Thus, a 
higher amplitude signal is required to achieve ejection. 

Cell Treatment:
The three-layer device assembly can be seen in Figure 2. The 
cell mixture is fed into the nozzles through the inlet holes in 
the spacer. We first apply a direct current (DC) to the gold 
layer generating an electric field in the sample within the 
nozzles. The electric field causes the polarized cell membrane 
to break down and separate leading to pore formation and 
growth [2]. We apply an alternating current (AC) signal 
to the piezoelectric transducer, which converts electrical 
oscillations to mechanical motion. The pyramidal shape of the 
nozzles focuses the generated acoustic field at the aperture. 
Significant velocity gradients occur only within the aperture 
and not within the remaining cell mixture. Here, pressure and 
shear act to both increase the size of the membrane pores and 
to eject the sample from the device [3]. While the pores are 
open, nanomaterials enter the cell via diffusion. The solution 
is ejected into a Petri dish where the membranes refuse, 
capturing the nanomaterials inside the cell. 

Conclusions:
We have shown that a multifunctional device can be fabricated. 
The modified EEM can combine electroporation with sono/
mechanoporation for dual treatment of the cell sample (see 
Figure 3). Cell ejection was performed using the original 
EEM to prove that mechanoporation occurs. Figure 4 shows 
cell uptake of calcein (bottom left) and cell death (bottom 
right). With the multifunctional device, these factors should be 
optimized. Due to its acoustic properties and biocompatibility, 
PDMS was an ideal material for the microfluidic spacer. 

The spacer reduces cost by minimizing sample sizes and 
separating disposable parts from reusable ones. Overall, the 
fabrication of the EEM and spacer is flexible, which allows 
for parametric optimization for each specific cell line. 

Future Work:
In order to characterize the EEM for drug delivery, cell 
uptake and viability experiments will be conducted with the 
optimized device. The small fluorescent molecule calcein will 
be used to evaluate delivery efficiency. Post-ejection staining 
with propidium iodide will test for cell viability, marking cells 
whose membranes have not refused. After optimization of 
ejection parameters (e.g., applied voltage and aperture size), 
the device will be used for gene transfection with difficult cell 
lines. We hope to treat glioblastoma cells that are resistant 
to gene therapy using traditional methods by exploiting the 
multifuncitonality of the EEM. 
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Figure 3: Cell treatment—combining  
electroporation and mechanoporation.

Figure 4: Uptake and viability experiments with  
calcein (G) and propidium iodide (R) stains.
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Abstract:
Ultra-high quality factor (Q) chip-scale silicon nitride (SiN) optical microresonators are very attractive for lab-on-
a-chip biological sensing. Two key challenges in developing multiplexed sensor arrays are fluidic sample delivery 
and surface coating of the sensor surface. This project focused on designing, fabricating, and testing various 
SU8 microfluidic channels tightly integrated on the top of an array of SiN microresonators. Each resonator was 
functionalized with a specific surface coating for a particular analyte, using a large-angle surface patterning tool 
and the Nano eNabler™ System from BioForce Nanosciences, Inc. Fluidic channels were sealed by a polydimethyl-
siloxane (PDMS) or glass cover slip and inlet/outlet ports were provided for the sample injection through external 
syringe. Preliminary experimental results, obtained by flowing a set of Brix fluids in the microfluidic channel with 
different refractive index units (RIU), showed that the sensor bulk refractive index sensitivity was ~ 1 nm/RIU.

In a multiplexed sensor array, each sensor surface has a unique 
surface coating for sensing a specific biomolecule. In this 
work, we have developed techniques to solve the two major 
challenges in developing such a multiplexed sensor. The first 
involves the development of optimal microfluidic channels 
fabricated directly on the top of the SiN resonators that enable 
dramatic reduction in the diffusion time for the biomolecules 
thereby enabling assay time to be dominated mostly by the 
binding kinetics on the sensor surface. The second task in 
this research involves the development of surface patterning 
techniques that could enable highly-specific surface coatings 
to be applied to the sensor surface following the fabrication 
of the fluidic channels.

Figure 1: (a) Measured spectral response for an SiN resonator. (b) 
SEM picture of resonator. The resonator had a diameter of 40 µm.

Introduction:
Our goal is a compact, handheld, lab-on-a-chip device for 
rapid biomolecular assay. Today, such an assay takes anywhere 
from a few hours to a week. Using the proposed sensor, we 
anticipate a biomolecular assay for a multiplexed panel of 
analytes could be completed within a few minutes from raw 
serum samples and without cumbersome pre-processing steps 
such as fluorescent tagging and labeling. 
The sensing mechanism relies on the shift in the resonance 
wavelength of a planar ultra-high Q SiN optical resonator 
induced by changes in the refractive index on the sensor 
cavity surface (see Figure 1), and is calculated using 

Figure 2: (a) Design of microfluidic channel. The dots on the surface 
of the SiN waveguide represent surface coatings that will target 
specific biomolecules that we would like to sense in the fluid. The 
arrow represents the light that couples to the waveguide. (b) In situ 
spotting technique was developed using angled 10 mm cantilever 
tips and a Nano eNablerTM. We obtained < 1 µm spots on the active 
surface of the SiN resonator inside SU-8 microfluidic channels with 
good spatial overlap to the electromagnetic mode of the resonator.

where l is the resonance wavelength; L, the length of the 
cavity; m, the mode (1, 2...); and neff is the effective refractive 
index of the resonant mode.
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initial sensor bulk refractive index sensitivity using Brix 
fluids injected into the microfluidic channel (Figure 3b). 
Following fluid injection, the resonance wavelength was 
obtained by a swept-wavelength test using a tunable laser 
(New Focus Velocity 650-660 nm) (Figure 3a). We obtained 
a bulk refractive index sensitivity of ~1 nm/ RIU (Figure 
4). Leaking was observed from the PDMS fluidic seal with 
prolonged fluid flow and resulted in incomplete removal of 
fluid and even fluid mixing in the sensor. We anticipate that 
with a more stable fluidic sealing, fluidic mixing could be 
eliminated and the sensor sensitivity could be improved.

Results and Conclusions:
SU-8 microfluidic channels were fabricated directly 
overlapping SiN microresonators. A technique suitable 
for fabricating multiplex-sensor arrays was developed by 
depositing sub-femtoliter volumes of surface coating ligands 
directly onto the resonator surface within the microfluidic 
channel. Due to ease of fabrication, PDMS to SU-8 seal using 
oxygen plasma was adopted in this project for the first sensor 
prototypes. Bulk refractive index sensitivity of ~ 1 nm/RIU 
was experimentally obtained. Better fluid sealing is required 
in order to prevent leaks and fluid mixing in the sensor. 

Future Work:
One way to improve the fluidic seal would be to use a cover 
slip. An initial process for such a sealing has been developed 
by using SU-8 coated glass cover slip and exploiting the SU-8 
to SU-8 bonding process to directly seal the SU-8 fluidic 
channel with the glass cover slip. 
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Experimental Procedure: 
SiN resonator chips were fabricated using electron beam 
lithography. They were operated in the visible wavelength 
range to overlap with the low optical absorption loss region 
for water. SU-8 (MicroChem) was spin-coated on the SiN 
resonators to a thickness of 15 µm and patterned to define 
microfluidic channels pre-aligned to the resonators (see 
Figure 2a). 
A large-angle surface patterning tool and the Nano eNabler™ 
System was used to print sub-femtoliter volumes directly on 
the surface of the resonators within the microfluidic channels. 
We repeatedly approached < 1 µm protein buffer spots on the 
top of the SiN resonator, by optimizing the approach velocity 
and dwell times for the surface patterning tool. We could also 
achieve a good alignment between the spot and the peak in the 
electromagnetic mode in the resonator (see Figure 2b). 
Finally, we explored several different fluidic channel sealing 
techniques. One approach was to use a rectangular piece of 
PDMS (Sylgard 184), treated in oxygen plasma and then 
attached on the top of the SU-8 microfluidic channel. Another 
approach that we adopted was direct SU-8 to SU-8 bonding 
using a SU-8 coated glass cover slip. Prebaking conditions 
were optimized to enable good bonding. A blanket UV-
exposure was used to cure and finally seal the cover slip to the 
fluidic channel. More optimization of this process is required 
in order to get a repeatable tight fluidic seal and to avoid fluid 
leaks.
A prototype sensor consisting of a SiN resonator with a SU-8 
microfluidic channel and a PDMS lid was used to evaluate 

Figure 4: Spectral response of microdisk resonator.  
Bulk refractive index sensitivity of ~ 1 nm/RIU  

was experimentally obtained.

Figure 3: (a) Schematic of optical test setup. (b) Picture showing 
prototype sensor test using a syringe for fluid injection. 
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Abstract:
Flow cytofluorometry is an invaluable tool in separating and analyzing biological samples. Applications of this 
technology include medicine, biology, and Homeland Security. This project fabricated a microfluidics flow cell of 
polydimethylsiloxane (PDMS) to demonstrate on-chip flow cytometry. The fabricated device allowed for detection 
of fluorescent beads and discrimination of their relative sizes as they passed the interrogation zone. The use of this 
flow cell in conjunction with a nano photonic microelectromechanical systems (MEMS) device will lead to real-
time measurement of fluorescence spectra.

Introduction:
Traditional multispectral flow cytometry measurements use 
multiple photomultiplier tubes (PMT) to detect photons of 
varying wavelengths from fluorescent samples. This approach 
is costly, requiring complex, bulky optics. Steven Truxal, Yi-
Chung Tung, and Dr. Katsuo Kurabayashi have developed 
a novel MEMS device that uses polydimethylsiloxane 
(PDMS) as a transparent, flexible nano-grating for 
diffracting multispectrum light and directing it onto a 
single photomultiplier tube. Coupled with a well-designed 
microfluidic flow chamber, the device can be used to realize 
an on-chip multispectral flow cytometry system. 
The object of this project was to fabricate a flow cytometer 
to generate emission light from fluorescent beads passing 
through flow cell microchannels as part of our aimed system. 
This will show whether emission intensities are strong enough 
for fluorescence spectra measurements.

Fabrication:
The flow cell consisted of a PDMS slab with micro patterns 
that acted as inflow, outflow, and microchannels. To make the 
flow cell mold a 20 µm photoresist layer of SU-8 10 was spun 
onto a 4 inch silicon wafer. The wafer was then exposed at 
11 mW/cm2 for 20 seconds with 365 nm light under a pre-
existing lithography mask. The wafer was then developed 
in SU-8 developer until the high aspect ration “hills” were 
revealed (see step 2 in Figure 1).
Next, PDMS was mixed using the Sylgard 184 silicone 
elastomer kit (Dow Corning Corporation, 10:1 base-curing 
agent ratio). The viscous PDMS was placed in a vacuum for 
30 minutes to remove any bubbles. The mold was placed in 
a handmade, aluminum foil cup; PDMS was poured over the 

mold, and then cured at 150°C for 10 minutes. The solidified 
PDMS was then peeled from the mold. The PDMS now had 
20 µm deep patterns that act as microfluidics channels.
The mold consisted of several different patterned microfluidic 
devices. Each was cut from the PDMS to create individual 
cytometers. Using a 2 mm biopsy punch, holes were punched 
through the PDMS to create inflow and outflow openings. The 
PDMS devices were then treated with a O2 plasma along with 
a thin glass wafer (250 mT, 80 W, 45 seconds, 17% 2 O, March 
Asher), then bonded. The flow openings and microchannels 
were sealed by the glass, leaving openings at the top of the 
device for inflow and outflow tubing (see Figure 2). Flow 
cells with channels of 340 µm in width, and 20 µm and 70 µm 
in depth were fabricated.

Experiment Setup:
The performance of the fabricated microfluidic flow chamber 
was characterized by observing individual fluorescent beads 
passing through its microchannel. By measuring the emission 
light intensity of fluorescent beads, their relative size can be 
distinguished. Fluorescent beads of diameters 6.5, 31, and 

Figure 1: Microfluidics flow cell fabrication.
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50 µm were driven through the microchannels. As the beads 
flowed through the microchannel, they could be observed 
optically via microscope or the emission light could be 
directed by fiber optic cable to the PMT for data acquisition 
(see Figure 3).

Results and Discussion:
The measured intensities provided information on several 
characteristics of the bead samples and flow cell. The emission 
intensities could be compared, as in Figure 3, and their relative 
sizes of the beads could be determined. The mean intensities 
for 31 µm beads were about 0.9 V and 0.4 V for 50 µm beads. 
We also determined that 6.5 µm beads require an oil emersion 
lens to be detected out of the ambient noise in our system.

Conclusion:
We demonstrated simple flow cytometry analysis can be done 
using MEMS technology. The size of different particles can be 
determined by their emission light intensity. The measurement 
error may be reduced by using a two dimensional sheathing 
flow to direct fluorescent particles closer to the objective lens. 
Emission light intensity passing through the nano photonic 
device may be reduced to 10%. Experiments show the 
emission light intensities are high enough for fluorescence 
spectroscopy measurements.
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Introduction:
Phospholipid vesicles are useful tools in biotechnology and medicine because of their subcellular size and ability 
to encapsulate diagnostic and therapeutic molecules. Hydrophobic nanocrystals with useful optical or magnetic 
properties embedded in the vesicle’s lipid membrane could provide a way to control externally the chemical state 
or the trans-membrane transport rate of molecules trapped inside the vesicle for controlled release of medicine [1], 
to enhance resolution in magnetic resonance imaging (MRI) [2], or to permit the tracking of vesicles and medicine 
within the body. 
In this project, varying amounts of 1.5-5 nm gold nanocrystals were mixed with lipid and dialyzed to determine 
the nanocrystals’ influence on vesicle formation. Cryo-transmission electron microscopy (cryo-TEM) and TEM 
images of the vesicle suspensions revealed that gold nanocrystals smaller than the bilayer thickness were primarily 
embedded within the vesicle membranes, while larger nanoparticles were primarily centered inside lipid micelles. 
The size-dependence of the incorporation of the nanocrystals into the vesicle lipid bilayer is important to note 
as vesicle-embedded nanocrystals are investigated further for drug transport, imaging, and controlled release 
applications. 

Phospholipid vesicles were synthesized by detergent dialysis 
for strong membrane integrity and vesicle monodisperity [4]. 
Egg lecithin (phosphatidylcholine, 0.03 mmols, 0.02 g) and 
various concentrations and sizes of gold were combined in 
chloroform and dried under reduced pressure at 40°C. These 
films were rehydrated with 1 mL of a sodium chloride (0.05 
M) and sodium cholate (0.04 M) solution, and equilibrated 
over two hours with occasional swirling. The lipid solutions 
were then transferred to wetted dialysis bags and suspended 
in aqueous NaCl solutions (0.05 M, 0.1 L). The water was 
changed approximately every four hours over 24 to 28 hours, 
or whenever possible. Resultant vesicle solutions appeared 
opalescent or tinted purple or brown depending on the size 
and concentrations of gold. Carbon-coated copper TEM grids 
of diluted samples were dried and later stained with uranyl 
acetate for imaging.

Results and Discussion:
High contrast spots visible in the TEM images (Figure 2) of 
samples prepared with Au measuring 2.0 ± 0.3 nm in diameter 
indicate that nanocrystals were incorporated into the vesicles. 
Unfortunately, due to the dark contrast of the uranyl acetate 
stain, the small size of the nanocrystals, and the ability of the 
stain to leak under the edges of the vesicles, it was often difficult 
to distinguish spots of gold from the stained background. The 
lipid membrane itself was not stained and therefore not visible 
either, which made it difficult to determine where exactly the 
nanocrystals were located relative to the lipid bilayer. As such, 

Figure 1: TEM images of separated Au nanocrystals.

Experimental Procedure:
Hydrophobic gold nanocrystals (Figure 1) were prepared as 
described by Brust [3] by combining a solution of hydrogen 
tetrachloroaurate in water (0.03 M, 14.4 mL) to a solution of 
tetraoctylammonium bromide in toluene 
(0.2 M, 9.8 mL) and stirring for one hour. Neat 1-dodecanethiol 
(5 mmols, 1.2 mL) and an ice-cold aqueous sodium 
borohydride solution (0.4 M, 12 mL) were sequentially added 
to the organic layer and stirred for an additional hour. Larger 
Au nanocrystals were synthesized by a similar procedure 
except the initial solution was reduced by NaBH4 and stirred 
for four hours before 1-dodecanethiol was added to the organic 
phase. The resultant Au nanocrystals were centrifuge-washed 
with methanol at 8000 rpm for five minutes, resuspended in 
chloroform, and separated by size-selection. 
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cryo-TEM (Figure 3) was necessary to better understand how 
the nanocrystals affected the vesicles. The cryo-TEM images 
reveal many high contrast spots clearly visible inside the lipid 
bilayer walls of the vesicles, confirming that the 2.0 ± 0.3 
nm Au nanocrystals added at a concentration of 0.3 mg/mL 
were in fact embedded within the vesicle walls. Nanocrystals 
were found to aggregate and precipitate out of solution at 
higher concentrations, and consequently were not analyzed 
under cryo-TEM. In these cases, there were not enough lipid 
molecules to completely encapsulate the particles and prevent 
them from coming in contact with water. 
Larger Au nanocrystals measuring 4.2 ± 0.8 nm in diameter 
behaved somewhat differently. While TEM micrographs 
(Figure 4) showed that some of the nanocrystals were 
embedded in the presumed bilayer membrane of vesicles, 
other nanocrystals appeared trapped in the center of micelle 
structures. Presumably, nanocrystal-induced bulges in the 
lipid bilayer equilibrate toward micelles, and crowded 
lipid molecules in the micelles favor incorporation into the 
vesicles. 

Future Work:
To further investigate the effect of nanocrystals on vesicle 
formation, fresh vesicle samples prepared with “large” 
nanocrystals will need to be synthesized for cryo-TEM 
analysis. Other future endeavors include incorporating iron 
oxide nanocrystals into the vesicle walls, and attempting 
to separate out micelles from vesicles via size-exclusion 
chromatography. 
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Figure 4: TEM images of a stained vesicle  
sample with “large” Au nanocrystals.

Figure 2: TEM images of stained vesicles with  
arrows pointing to “small” Au particles.

Figure 3: Cryo-TEM images of vesicles with  
arrows pointing to “small” Au particles.



page 16	 2008 NNIN REU Research Accomplishments

B
I

O

Glass-Frit Bonding for Selective Functionalization  
and Packaging of Biosensors 

Pradeep Hothur
Department of Electrical Engineering, San Jose State University 

NNIN REU Site: Microelectronics Research Center, Georgia Institute of Technology, Atlanta, GA
NNIN REU Principal Investigator(s): Dr. Oliver Brand, Electrical and Computer Engineering, Georgia Tech
NNIN REU Mentor(s): Luke A. Beardslee, Electrical and Computer Engineering, Georgia Institute of Technology 
Contact: bauerstatus@gmail.com, oliver.brand@ece.gatech.edu, luke.beardslee@gatech.edu 

Abstract:
In an effort to enhance diagnostic techniques for diseases, the development of microelectromechanical system 
(MEMS) biosensors offers a novel approach towards mass producing inexpensive reliable sensors. The objective 
of this project is to effectively package a biosensor through a glass-frit bonding process using a screen printer. 
In particular, the process outlined here is meant to work with mass sensitive biosensors; these sensors work by 
inducing a change in resonant frequency based on the change in mass due to analyte attaching to the sensor, i.e. 
protein binding. Upon completion of the research, packaging wafers have been successfully micromachined and 
etch rates and etch rate selectivity for the required silicon etching was established. Furthermore the glass-frit 
material was successfully screen-printed onto a packaging wafer, which was then bonded to a test wafer. Future 
work will include bonding a packaging wafer to a wafer with actual sensors. 

Introduction:

As a means to test our biosensors, we initially resorted to 
individually assembling them using die-level packaging; the 
process involved placing a plastic ring onto the resonator 
chip to form a sample fluid cavity. This however proved to 
be ineffective for three reasons. To begin with, it was time 
consuming to place the plastic rings. Second, the resonators 
and wire bonds could easily break as a result of inserting 
the plastic rings by hand. Finally, an exact amount of epoxy 
had to be placed to glue the rings: too much destroyed the 
resonators and too little resulted in an insufficient seal. The 
glass-frit bonding process alleviates these problems utilizing 
wafer-level packaging. The screen-printing process allows to 
package many resonators dies at once and greatly diminishes 
the chances of breaking the resonators. Furthermore, the 
glass-frit bonding is of interest since it is cost effective 
process, provides a hermetic seal, and can tolerate the surface 
roughness on the wafer being bonded. 

Fabrication:
Fabrication started by depositing 2 µm and 4 µm of oxide 
on the top and backside of the packaging wafer, respectively. 
Following standard photolithographic protocols, proximity 
photolithography and etching in an inductively coupled 
plasma (ICP) tool were used to pattern the oxide film on the 
top of the packaging wafer (step 3 in Figure 1). Once we 
confirmed that the oxide was etched down to the silicon using 
optical microscopy, we patterned the backside oxide film 
using a double-side mask aligner (step 4 in Figure 1). 

Figure 1: Diagram of fabrication process.

Using the BOSCH process, we then etched 200 µm into the 
silicon wafer from the topside and then etched completely 
through the wafer from the backside. This process allowed 
us to wedge the resonators in the windowed areas on the 
packaging wafer. Continuing the fabrication, we screen-
printed the glass-frit material (DIEMAT, Byfield, MA) onto 
the packaging wafer (Figure 2). In order to eliminate the 
organic binder in the glass-frit material, we then went through 
an organic burnout process. This process step glazed the glass-
frit material to the substrate, an initial step towards completing 
the bonding process. The fabrication was then completed by 
bonding the packaging wafer to a test wafer. 
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Results:
The packaging wafer was successfully fabricated and the 
fabrication steps were carefully characterized. For the 
silicon etching with the Bosch process, we acquired an etch 
rate of 800Å/cycle and an etch rate selectivity to SiO2 of 
178 to 1. Shipley 1827 photoresist was used for the topside 
photolithography, while Megaposit SPR 220-7.0 photoresist 
was used for the backside photolithography, due the difference 
in oxide thickness. The thickness of the screen-printed glass-
frit ranged from 30-50 µm. In order to confirm whether this 
thickness will suffice, the packaging wafer has to be bonded 
to the device wafer. In the present research, we were able to 
successfully bond the packing wafer to the rough side of a 
prime wafer. 

Future Work:
We hope to completely characterize the glass-frit bonding 
process and to bond the packaging wafer to a device wafer 
with resonant microstructures to acquire fully packaged 
biosensors. 
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Figure 2: Diagram of screen printer.

Figure 3: Micrograph of windowed area  
on packaging wafer after through-wafer etch.

Figure 4: Micrograph of windowed area on packaging  
wafer after organic burnout and glazing.
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Introduction:
Cystic fibrosis is an inborn genetic disorder that results in a defective transmembrane regulator protein. As a result, 
the salt concentration within the body’s various systems cannot be adequately controlled, producing excess sweat 
as well as excess viscous mucus in the pancreas, liver, intestines, and lungs that cannot be expelled through by the 
body’s usual processes. Current treatments for infections of the lungs resulting from the stagnant environment are 
not effective. As a consequence, most individuals with cystic fibrosis die from infections of Pneumonia aeruginosa 
that could normally be treated using antibiotics, but because of the thick mucus barriers, these drugs cannot be 
efficiently delivered to the sites of infection.
A new method is required to facilitate the transport of antibiotics through the thick mucus. One potential method,  
and the subject of this work, is to conjugate antibiotic molecules to iron oxide nanoparticles that display super-
paramagnetic properties. These nanoparticles could then be directed through the lungs to the regions of infection 
by applying a direct magnetic field, while simultaneously applying a perpendicular, high frequency alternating 
magnetic field to induce vibrations causing localized heating, thereby easing the transport of the particles 
through the mucus. This work focuses on the synthesis of magnetic nanoparticles, their hydrophilization and 
multifunctionalization with ZnS, fluorescent CdSe quantum dots, and an additional layer of ZnS to allow for easy 
optical characterization of the dynamic properties of the particles under the influence of a magnetic field in vitro.

Experimental Procedure:

The iron oxide nanoparticles were synthesized according to 
a procedure outlined in detail by Selvan, et al. [1], using a 
hyperthermal process under a nitrogen atmosphere resulting 
in hydrophobic particles. A solution of iron pentacarbonyl 
and oleic acid was refluxed at 290ºC, contrary to the 200ºC 
suggested in [1], until it turned black in color, upon which an 
oxidizer, trimethylamine N-oxide, was added. 
The final solution was centrifuged to separate out the 
nanoparticles. These nanoparticles were suspended in hexane 
and tested using a small magnet to obtain a qualitative 
determination of their magnetic character. Hydrophilization 
of the iron oxide cores was attempted using a reduced form 
of lipoic acid.
A portion of the hydrophobic iron oxide particles were coated 
with ZnS/CdSe/ZnS following Du, et al. [2] and previous 
work completed in Dr. Marek Osinski’s lab [3]. The particles 
were injected into a solution of trioctylphosphine oxide and 
hexadecyl amine under nitrogen prior to injection of zinc 
and sulfur precursors. Separate solutions of zinc and sulfur 
precursors were prepared and injected into the hot iron oxide 
solution in equal volume increments sequentially and allowed 

to react. Additional zinc sulfide (ZnS) layers were added by 
performing more injections; typically three ZnS layers were 
used to cap the iron oxide particles.
A cadmium selenide (CdSe) layer was added to add optical 
functionality to the particles. This layer was synthesized by 
first producing a precursor solution of cadmium acetate and 
selenium in trioctylphosphine. This precursor solution was 
allowed to interact with the iron oxide/ZnS nanoparticles 
at elevated temperatures. Upon completion of the reaction, 
additional capping layers of ZnS were added on top of the 
CdSe, using the same procedure as previously described.

Results and Discussion:
Iron oxide nanocrystals without (Figure 1) and with (Figure 
2) ZnS coating were imaged using a transmission election 
microscope. From the tunneling electron microscopy (TEM) 
images, it is apparent that the iron oxide nanoparticles are 
highly monodisperse at ~ 2-3 nm. These results were produced 
several times over, indicating reproducibility. Upon addition of 
the ZnS capping layers, the diameter of the particles increased 
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to ~ 10-12 nm. X-ray diffraction (Figure 3) indicates that the 
iron oxide particles are a mixture of maghemite and magnetite. 
Although the synthesis outlined by [1] was aimed at producing 
maghemite, the mixture of species has no negative impact on 
the magnetic character of the particles as both have inherent 
superparamagnetic properties at the nanoscale.
Synthesis of the multifunctional iron oxide/ZnS/CdSe/ZnS 
was unsuccessful. Their magnetic character was minimal, and 
their absorbance spectrum (Figure 4), indicates limited to no 
optical excitation, which would be present if the quantum dots 
were synthesized correctly. From TEM images (not shown), it 
appears that the CdSe particles were too large to fluoresce and 
effectively coat the smaller iron oxide/ZnS particles.
The success of the hydrophilization attempts of the iron oxide 
with reduced lipoic acid is unknown. The necessary equipment 
required to successfully centrifuge out the small quantity of 
altered nanocrystals was not present and not available in the 
time permitted for this research.

Conclusions and Future Work:
Although the synthesis of multifunctional nanoparticles was 
unsuccessful, the reproducibility of highly monodisperse iron 
oxide cores is a big step in the right direction. These particles 
showed significant magnetic character, a necessary property 
for the proposed application. In addition to the success of the 
synthesis of the cores was their capping with ZnS.
The procedure for multifunctionalization will need to be 
modified and perfected before characterization can be done 
investigating the behavior of these particles within a direct and 
an alternating magnetic field. Additionally, hydrophilization 
techniques with lipoic acid, or possibly polyethylene glycol, 
will need to be perfected.
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Figure 1: TEM image of iron oxide nanoparticles.

Figure 2: TEM image of ZnS capped iron oxide nanoparticles.

Figure 3: X-ray diffraction profile of iron oxide nanoparticles.

Figure 4: Absorption spectrum of iron oxide/ZnS/CdSe/Zns.
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Abstract:
The recently developed abilities to manipulate and visualize single deoxyribonucleic acid (DNA) molecules are 
making a significant impact on discoveries in cellular and molecular biology. Innovations in micro- and nanofluidics 
are an important enabler of single-molecule techniques. Two projects were pursued, one to develop microfluidic 
devices for optical tweezers applications and one to develop porous nanochannel devices for elongation of single 
DNA molecules. First, microchannel devices were fabricated using polydimethylsiloxane (PDMS) cured on 
microfabricated silicon templates for future use with optical tweezers in DNA unzipping applications. The ability 
to form single-molecule DNA-microsphere tethers was demonstrated. Second, porous-wall nanochannels were 
fabricated using interferometric lithography and silica nanoparticles for use in visualizing fluorescently labeled 
DNA molecules. The ability to elongate and visualize lambda phage DNA molecules was confirmed in nanochannels 
on both silicon and quartz substrates. Both of these achievements are an important foundation for future work in 
analysis of protein-DNA interactions, including a specific goal of analyzing single chromatin fibers isolated from 
living cells.

Purpose:
With DNA tethers in microchannels, an optical tweezers 
apparatus can be used to “unzip” the DNA constructs 
and ultimately to map where nucleosomes occur on 
chromatin in living cells by comparing force profiles with 
thermodynamically predictable controls. While very powerful, 
the current method of Chromatin Immunoprecipitation 
(ChIP) and real-time polymerase chain reaction (PCR) 
has problems with sensitivity and other drawbacks. With 
mapping by single-molecule unzipping, the accuracy would 
be improved to approximately three base pairs compared to 
about 100 base pair accuracy with the current method and will 
reveal correlations on single molecules [1]. Mapping where 
nucleosomes occur on chromatin in living cells may also be 
achievable by labeling histones with either gold nanoparticles 
or quantum dots and elongating them in nanochannels.

Experimental Procedure:
Photolithography techniques were employed for the fabrication 
of both the microchannels and the porous nanochannels. The 
microchannels were first designed using AutoCAD and a 
mask was printed using an inkjet printer (CAD/Art Services 
Inc, Bandon, OR). SU-8 2025 photoresist (Microchem Corp, 
Newton, MA) was then spin coated onto a silicon wafer, 
exposed, and developed. PDMS (Microchem Corp.) was 
then mixed with a curing agent and poured over the wafer to 
create the desired patterns. Finally the PDMS was cut from 
the template and attached to a glass cover-slide using plasma 

surface activation. Fluid could then be pumped through the 
channels either by a syringe pump or, more crudely, syringes, 
in order to create the desired tethers.
Porous nanochannel fabrication involved bottom-up self-
assembly and top-down pattern definition. An anti-reflective 
coating or ARC was spin coated onto a quartz or silicon 
substrate followed by photoresist. Interferometric lithography 
was then used to exposed the chip in a periodic fashion, the 
exposed chip was then developed creating a template around 
which the silica nanoparticles were applied using several spin 
coatings (Figure 1). High temperature calcination was then 
used to remove the photoresist and enhance the structural 
stability of the nanoparticle assembly by strengthening the 
binding between adjacent particles [2]. Lambda DNA (New 
England BioLabs, Ipswich, MA) stained with YOYO-1 
(Invitrogen, Carlsbad, CA) was then placed in the channels 
and visualized.

Results:
We have familiarized two effective methods of enabling 
chromatin mapping and general single molecule biophysics 
research. DNA constructs were assembled in PDMS 
microchannels. The ability to form tethers was confirmed 
by observation of microspheres undergoing constrained 
Brownian motion. Lambda DNA stained with YOYO-1 was 
visualized in the porous nanochannels using both silicon and 
quartz substrates (Figure 2). 



B
I

O

Biological Applications	 page 21

Conclusions and Future Work:
This work has been an effective enabler of numerous biophysics 
applications. The most immediate work is attaching thinner 
PDMS segments to the glass cover-slides so that optical 
tweezing may be effectively performed without too much 
scattering. With respect to the nanochannels; attaching PDMS 
and automating the flow process so that single DNA molecules 
can be elongated and visualized in about thirty seconds 
would be a huge accomplishment. Labeling nucleosomes in 
chromatin extracted from yeast cells with gold nanoparticles 
or quantum dots and elongating them in these nanochannels 
is also a priority.
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Introduction:
Fluorescent chemical groups, known as fluorophores, are essential to fields such as biology and medical imaging. 
Our group has been investigating a completely new class of fluorophores: silver nanoclusters self-assembled on 
deoxyribonucleic acid (DNA). These fluorophores are especially interesting because simple changes to their DNA 
sequence or structure can effectively tune their spectral properties. We are trying to resolve just how sequence and 
structure influence spectra by investigating and characterizing these fluorescent nanoclusters.

We also used mass spectrometry to determine the distribution 
of cluster sizes in the hairpins. In order to distinguish 
fluorescent clusters from non-fluorescent clusters at least two 
sets of data are needed. We identify the fluorescent clusters 
by correlating a shift in the relative intensity of emitters with 
a shift in the cluster distribution. To determine the size of the 
fluorescent clusters we vary the synthesis conditions, often 
the Ag concentration.
Hairpin loops composed of strictly cytosine bases are the most 
effective at generating fluorescent nanoclusters. Previous 
work in this group investigated the 9-cytosine hairpin (9C 
hairpin). The 9C hairpin hosts a green emitter and a red emitter 
with emission wavelengths 530 nm and 650 nm, respectively. 
Fluorescence spectroscopy and mass spectrometry identified 
the Ag11 cluster as the green emitter and the Ag13-15 clusters as 
red emitters.

Figure 1: Synthesis of Ag nanocluster.

Synthesis:
Fluorescent silver nanoclusters are hosted in loops comprised 
of a single strand of DNA bases, also known as hairpins. To 
synthesize the nanoclusters, we prepare 25 µM of the DNA 
strand in a solution of 50-500 µM free Ag ions. Adding  
25-325 µM NaBH4, a reducing agent, enables the formation 
of Ag clusters in the hairpins of the DNA (Figure 1).
The synthesis typically produces two or three species of 
fluorescent nanoclusters, differentiated by their excitation 
and emission wavelengths. The DNA strand determines 
which species of fluorescent nanoclusters are produced. Ag 
and NaBH4 concentrations, as well as the temperature and 
pH of the solution, determine the proportions of the different 
nanoclusters.

Experimental Design:
We used fluorescence spectroscopy to characterize the 
fluorescence of the nanoclusters. Using a fluorimeter, 
we performed emission scans at incremented excitation 
wavelengths. From these emission scans we can identify the 
peak excitation and emission wavelengths of the fluorescent 
nanoclusters.

Figure 2: Emission scans of 12C hairpin.
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Our research investigated nanoclusters hosted in 12C 
hairpins. The 12C hairpin hosts a yellow emitter with 
emission wavelength 580 nm and a red emitter with emission 
wavelength 650 nm. The red emitters of the 9C and 12C 
hairpins have the same excitation and emission wavelengths. 
Our goal was to determine whether the size of the 12C’s 
red emitter was the same size as that of the 9C hairpin. 
Confirmation would support the hypothesis that the number of 
Ag atoms comprising the nanocluster is a major determinant 
of its spectral characteristics.

Results and Conclusions:
With the 12C hairpin, we found that lower concentrations 
of Ag during synthesis favored the yellow emitter and that 
higher concentrations of Ag favored the red emitter. Figure 
2 depicts normalized emission scans of the red and yellow 
fluorescence for Ag concentrations of 200 µM and 300 µM. 
Given the low concentration of emitters in these solutions, 
we expect a linear relationship between the fluorescence and 
the number of emitters. Increasing the Ag concentration from  
200 µM to 300 µM decreases the number of yellow emitters 
by a factor of two and increases the number of red emitters by 
a factor of five.
The cluster size distribution in Figure 3 displays a broad shift 
in cluster sizes between samples. By contrast with previous 
work on the 9C hairpin, where specific clusters were identified 
as emitters, we can only establish ranges of 3-7 atom clusters 
for the yellow emitter and clusters of 13 atoms or more for 
the red emitter. We attempted to identify the emitter sizes 
using selective photobleaching, that is, exposing the sample 
to intense light that had been filtered to contain only the 
excitation light of one of the emitters. Due to the limited 
photostability of these fluorophores, we expected the excited 
emitter to stop fluorescing and the non-excited emitter to retain 
its fluorescence. We exposed the nanoclusters for 5 minutes to 
a mercury lamp filtered to excite only the red emitter. The 
fluorescence of the yellow emitter was preserved while the 

fluorescence of the red emitter was diminished by a factor of 
three. However, the mass spec spectra of two samples showed 
no difference in distribution of cluster sizes, prohibiting the 
identification of fluorescent emitters and indicating that the 
cluster fluorescence is more strongly determined by factors 
other than cluster size.
Focusing on the yellow emitter of the 12C hairpin, we analyzed 
a different strand that hosted the same yellow emitter, the 6C 
dumbbell. The 6C dumbbell consists of a duplex with a 6C 
hairpin on both ends. Fluorescence of the 6C dumbbell has a 
temperature sensitivity that we were able to exploit. When a 
sample, originally synthesized in refrigerated conditions, was 
incubated for 15 hours at 35°C, the number of yellow emitters 
decreased by a factor of 1.5 and the number of red emitters 
increased by a factor of 5. Surprisingly though, the mass spec, 
shown in Figure 4, again indicates no change in the cluster 
distribution between samples.
The ranges of cluster sizes established for the emitters 
are consistent with the hypothesis that the number of Ag 
atoms determines nanocluster fluorescence. However, our 
photobleaching and incubation experiments suggest that 
cluster fluorescence is determined not only by the number 
of Ag atoms, but also by features such as cluster geometry, 
cluster charge, or specific Ag-DNA bonds as well. Our work 
has been instrumental in helping this group determine to 
redirect further research on these fluorophores towards such 
features.
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Figure 3, left: Cluster distribution of 12C hairpin.

Figure 4, above: Mass spec of 6C dumbbell.
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Abstract:

A biosensor capable of wireless data transfer has been designed, 
fabricated, and tested. The sensor uses aptamers immobilized to a pair 
of interdigitated electrodes to detect Staphylococcus enterotoxin B (SEB).  
We have designed a solvent-free method to fabricate sensor chips com-
prised of interdigitated gold electrodes (150 nm thickness) evaporated onto 
a silicon substrate. The electrodes are functionalized with thiol-modified 
aptamers that were chosen based upon their bioaffinity for the target 
analyte. Upon contact with SEB, discriminative binding between SEB 
and electrode-bound aptamers occurs thereby producing an observable 
change in the electrical properties of the electrodes. A minimum two-
fold increase in capacitance resulted from sensor exposure to SEB in 
comparison to exposure to non-specific proteins, thereby demonstrating 
device sensitivity and selectivity for the target analyte. Ultimately, we 
envision that this device may be used for remote detection of biological 
agents, thereby limiting the exposure of humans to potential biological 
threats.

Introduction:

Figure 1: SEM of gold interdigitated 
electrodes with 100 µm interdigital 
spacing.

A device with the ability to sensitively and selectively detect 
target molecules is a technology of interest because of its 
applications in military and public health sectors. Electronic 
biosensors may be manufactured at small dimensions with 
small features while necessitating very low power. They may 
also be connected to a system consisting of a data acquisition 
and a base station module that wirelessly transmits data from 
the sensor to a computer for analysis. Though electronic 
sensors have shown sensitivity, selectivity has been a persistent 
issue and has forced current biosensors to rely on optical 
methods such as surface plasmon resonance and molecular 
flow cytometry which require on-site illumination and power 
sources. An electronic biosensor with wireless capabilities 
will introduce a new generation of nanoscale biosensors. 

Experimental Procedure:
Sensor Fabrication. 2 µm of Parylene C were vapor-
deposited onto a 100 mm diameter silicon wafer. Two coats 
of photoresist were spun and soft-baked. Sensor electrodes 
were UV-patterned onto the wafer before post-exposure 
baking and development. Oxygen plasma reactive ion etching 
(RIE) was then employed as a parylene etchant. Electron gun 

evaporation was used to deposit 10 nm titanium and 150 nm 
gold on top of the parylene in unexposed areas and on top of 
Si in exposed areas, the titanium layer facilitating adhesion at 
the gold-silicon interface. Residual parylene was peeled from 
the wafer using tweezers. Wafer dicing yielded individual 
chips that were wire-bonded to copper breadboard circuits. In 
sensor functionalization, thiol-modified nucleic acid probes 
with an SEB bioaffinity (“spiegelmers”) were used because 
of their resistivity to natural enzymatic degradation. 20 µL 
of 50 mM spiegelmer solution were pipetted onto the sensors 
and incubated for 8 hours at ambient temperatures to ensure 
spiegelmer immobilization onto the electrodal surface via 
thiol chemistry (Figure 2). 
Electrical Characterization. A wire-bonded sensor chip 
was connected to a capacitance meter before a baseline 
reading was taken with phosphate buffer. After 10 minutes 
of equilibration, the chip was exposed to SEB. Subsequently, 
the chip was rinsed three times with buffer. A post-wash 
reading was taken while the sensor was again exposed to 
buffer. Residual SEB-spiegelmer binding was expected to be 
reflected in capacitance. The chip was incubated with 20 mM 
sodium hydroxide (NaOH) for 5 minutes and washed three 
times with buffer before a final buffer reading was taken. If 
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the altered capacitance was due to SEB-spiegelmer binding, 
the post-NaOH reading should return to baseline. The sensor 
was kept in the dark during characterization because previous 
results indicated that the sensors are light-sensitive due to 
photoelectric effects. 

Results and Conclusions:
Preliminary electrical characterization showed sensor 
selectivity towards SEB, reporting nearly a two-fold increase 
in capacitance upon SEB addition to the sensor relative to the 
capacitance upon sensor exposure to bovine serum albumin 
(BSA). Water showed a (262 ± 15)nF capacitance increase  
from baseline and a (109 ± 15)nF disparity from the BSA  
control whereas phosphate buffer showed a (298 ± 28)nF 
capacitance increase and a (188 ± 48)nF disparity. Furthermore, 
a slightly-elevated capacitance was recorded after an initial 
wash which dropped back to baseline post-NaOH incubation 
(Figure 3). This re-occurring capacitance pattern is indicative 
of SEB-spiegelmer binding. These results were seen in both 
de-ionized water and 10-µM phosphate buffer, although 
significant salt-shielding effects were detected as buffer 
concentration increased possibly because of interactions 
between salts and nucleic acids at higher concentrations. 
Furthermore, upon addition of a protein cocktail containing 
BSA, green fluorescent protein (GFP), and SEB in water, there 
was an initial capacitance increase of (288.5 ± 0.5)nF. Upon 
system stabilization, the capacitance settled at 237-nF whereas 
the control cocktail (BSA+GFP) showed a 61-nF increase 
from baseline, a 176-nF disparity (Figure 4). The capacitance 
returned to baseline post-NaOH incubation, demonstrating 
SEB selectivity during exposure to protein arrays and proving 
viability for practical sensing applications. 
Voltaic characterization using a wireless system was performed 
as well; however, the data acquisition module was flawed in 
design. Nevertheless, the sensors were capable of successful 
wireless data transfer and preliminary voltaic results showed 
efficient SEB detection with the characteristically-elevated 
voltage readings indicative of SEB-spiegelmer binding. 

Future Work:
The next steps involve acquiring consistent electrical 
characterization results with phosphate buffers that have 
environmentally-relevant salt concentrations and conducting 
voltaic experiments using the wireless biodetection system 
upon re-designing of the data acquisition module. 
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Figure 4: Selectivity assay. The BSA+GFP+SEB capacitance 
response was four times greater than the BSA+GFP capacitance 
response, demonstrating sensor selectivity for SEB.

Figure 2: SPR confirmed effective functionalization of  
electrodes by spiegelmers and spiegelmer functionality.

Figure 3: Specificity assays. There is a two-fold capacitance increase 
upon sensor exposure to SEB with elevated post-wash capacitance.



page 26	 2008 NNIN REU Research Accomplishments

B
I

O

Nano Meets Micro: Synthesis of Proteins  
for the Organization of Nanostructures 

Laurel Schmidt
Undeclared, Carleton College 

NNIN REU Site: Center for Nanotechnology, University of Washington, Seattle, WA
NNIN REU Principal Investigator(s): Dr. Beth Traxler, Microbiology, University of Washington 
NNIN REU Mentor(s): Ruth Hall, Microbiology, University of Washington 
Contact: schmidtl@carleton.edu, btraxler@u.washington.edu, rah7@u.washington.edu 

Abstract:
Manufacturing reliable nanoelectronics can be challenging, simply because of the scale on which these devices 
are built. In the future, it may be effective to find a way to direct their self-assembly. Certain proteins can be 
genetically engineered to assist in this process. Permissive sites, which allow for the insertion of short amino acid 
sequences without a loss of function, have been identified in two different proteins from the bacterium Escherichia 
coli, LacI and TraI. A short polypeptide sequence with a known affinity for silver particles was inserted into 
different permissive sites in each protein, and the resulting modified proteins were characterized. LacI derivatives 
successfully repressed expression of b-galactosidase, an enzyme whose transcription is controlled by LacI. TraI 
derivatives participated successfully in conjugation. An assay was attempted to measure the proteins’ affinity for 
silver, but the results were inconclusive; a different assay will be needed in the future. The expected ability of these 
modified proteins to bind strongly to both deoxyribonucleic acid (DNA) and inorganic particles suggests they could 
play a key role in the organization of nanostructures by arranging silver particles in defined patterns along a DNA 
template. 

 

Introduction:
The broad goal of this project is to create a library of proteins 
that can bind to both DNA and inorganic particles. These 
proteins can be used to determine where in a cell a certain 
protein is most concentrated, or to organize nanoparticles 
along a DNA scaffold, perhaps leading to self-assembling 
structures with applications in nano- electronics and 
-photonics. Researchers have had success modifying proteins 
to bind to several inorganics; this work builds on their work 
by modifying two proteins to bind to silver. 
Many proteins made by the bacterium E. coli naturally have 
the ability to bind to DNA. Researchers have already identified 
permissive sites in several of these, including LacI and TraI. 
LacI is a transcriptional repressor: when there is no lactose 
present in a cell, LacI binds to dsDNA at the operator sequence 
and prevents the transcription of the genes that follow. These 
genes encode the enzyme b-galactosidase which breaks down 
lactose. If lactose is present in the cell, LacI releases, and the 
genes are transcribed. 
TraI is involved in F-plasmid conjugation, the process by 
which bacteria transfer DNA to one another. TraI binds to a 
double-stranded DNA plasmid in the donor bacterium and 
nicks it, and then helps it unwind so that one strand can be 
transferred to the recipient. Both bacteria then synthesize 
the complementary strand of DNA. While LacI binds only 
at its 30 base dsDNA operator sequence, TraI has the ability 
to bind non-specifically on both ds and ssDNA. Different 
applications in the future may require sequence-specific or 

sequence-independent binding, so both proteins were used. 
Using a phage display system, researchers have 
identified a cysteine-constrained 12 amino acid peptide 
(EQLGVRKELRGV), known as AgBP2, with a high affinity 
for silver. This sequence was inserted into the permissive 
sites of LacI and TraI after the 317th and 369th amino acids, 
respectively, to produce LacI::AgBP2 and TraI::AgBP2. 
These derivatives were identified using polymerase chain 
reaction (PCR) screening, DNA sequencing, and expression 
samples, and then characterized for their affinities to DNA 
and silver. 

Figure 1: Level of b-galactosidase activity for  
cells carrying three different versions of LacI
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 Characterizing DNA-Binding:
Since LacI represses synthesis of b-galactosidase, a high 
level of DNA binding by LacI::AgBP2 would be associated 
with a low level of • b-galactosidase activity. Figure 1 shows 
the level of b-galactosidase activity for cells carrying three 
different versions of LacI; the units shown in the chart are 
proportional to the level of b-galactosidase activity per cell 
per unit time. The LacI::AgBP2 showed wild type-level 
b-galactosidase repression. 
Because the ability of TraI to bind to DNA is necessary for 
conjugation, a mating assay was performed to characterize 
TraI::AgBP2 DNA-binding activity. TraI::AgBP2 had wild 
type-level mating activity. 
 

Characterizing Silver-Binding:
To determine the affinity of LacI::AgBP2 and TraI::AgBP2 
for silver, clarified cell extracts were mixed with silver 
powder. After suspension and centrifugation, the supernatant 
was saved, and the powder was washed twice and then 
resuspended. Ideally, proteins exhibiting no binding would 
be found in the initial supernatant, those showing nonspecific 
binding would come off in one of the washes, and those with 
a strong affinity for silver would remain with the powder until 
the end. However, as shown in Figure 2, the affinity of modified 
proteins for silver was not demonstrated to be any stronger 
than that of the unmodified proteins. This particular method of 
measuring binding ability had sometimes been ineffective in 
the past, and the silver nanoparticles agglomerated into larger 
particles during the pre-test preparation phase, indicating that 
this test for Ag binding is not accurate. Future characterization 
will assess binding on Ag surfaces with purified proteins. 
 

Conclusions and Future Work:
Derivatives of LacI and TraI containing a silver-binding 
peptide have been synthesized successfully, and their 
sequences have been confirmed. LacI::AgBP2 shows wild 
type-level b-galactosidase repression, verifying its in vivo 
binding to DNA at the lac operator. TraI::AgBP2 exhibits wild 
type-level mating activity, indicating wild type-level DNA 
binding. The abilities of both derivatives to bind to silver have 
not been demonstrated. To further characterize these proteins, 
a more accurate and quantitative assay is needed. Surface 
plasmon resonance or quartz crystal microbalance will be 
used to characterize silver binding. Silver and DNA binding 
will be visualized via atomic force or electron microscopy. 
Such images could confirm ability of the proteins to bind to 
silver and DNA simultaneously, and perhaps demonstrate the 
expected sequence-specific binding of LacI derivatives and 
sequence-independent binding of TraI derivatives. 
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Figure 2: Results of silver binding assay. o = original amount of 
protein; s = supernatant; w1 = wash 1; w2 = wash 2; pp = powder 
pellet.
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Abstract: 
Synthetic antiferromagnetic (SAF) nanoparticles possess unique tunable magnetic properties, which make them 
instrumental in developing highly selective, highly sensitive bioassays for tumor detection and surveillance. 
Through a combination of top-down and bottom-up approaches, we are able to fabricate these nanoparticles and 
bypass the disadvantages of following either single approach. Monodisperse SAF nanoparticles are fabricated 
by means of nanoimprint lithography (NIL), a top-down process. However, the method we used to construct the 
template of nanopillars for NIL mainly involved the bottom-up approach, which involved the following steps; 
synthesis of silica nanoparticles, surface functionalization, deposition by Langmuir Blodgettry, and reactive ion 
etching. Scanning electron microscope (SEM) images after the etching step show that we were able to construct 
uniform arrays of nanopillars on a silicon wafer, thus resulting in a low-cost and production-worthy stamps for 
fabricating SAF nanoparticles.

Introduction:

Magnetic nanoparticles show great promise in improving 
medical diagnostics, treatments, and therapies due to their 
relatively small size in comparison to biomolecules, and their 
externally controlled magnetization. Particularly, magnetic 
nanoparticles have made significant advances in bioanalysis. 
In our case, the ultimate goal was to improve the process of 
magnetic sorting for a multiplexed bioassay [1]. 
This process involves a deoxyribonucleic acid (DNA) 
probe, which is bound to a biosensor, to hybridize with 
a complementary strand which is attached to a magnetic 
nanoparticle. The biosensor is able to detect magnetization, 
and therefore quantify the amount of the target DNA [2]. 
Our objective was to fabricate stamps for nanoimprint 
lithography (NIL). The stamps were fabricated according to 
the following steps; synthesis of silica nanoparticles, surface 
functionalization, deposition by Langmuir Blodgettry (LB), 
and reactive ion etching (RIE)—as depicted in Figure 1. Once 
the stamps were made, they were used in a top-down process, 
which involved a combination of nanoimprint lithography 
(NIL) and lift-off to produce SAF nanoparticles. Our group 
has previously demonstrated the use of LB to produce 
stamps and used those stamps to produce templates for SAF 
nanoparticle fabrication. However, the complete process to use 
these stamps and templates to produce the SAF nanoparticles 
has not yet been completed. Here, we were fabricating 
stamps which would be utilized in this process, so that the 
SAF nanoparticles could be fabricated and investigated as 
bioassays for cancer. 

Figure 1: Fabrication of stamp for NIL and liftoff.

Herein, we report on the reactive ion etching (RIE) of the 
SiO2 mask to produce stamps. The etching requires a two-step 
process; shrinking the SiO2 nanoparticles, and anisotropic 
etching to form a stamp of uniformly distributed nanopillars. 

Experimental Procedure: 
The LB method was applied to pattern an etch mask. 
Afterwards, a reactive ion etch (RIE) was performed on the 
etch mask in order to obtain a nanopillar array with straight 
sidewalls. By using an isotropic etch with a fluorine-based 
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etchant, we shrank the mask of SiO2 nanoparticles, and then 
we used a combination of O2/Cl2/HBr to achieve anisotropic 
etching as demonstrated in Figure 2. However, scattering 
caused the sidewalls to be slightly sloped. Additionally, mask 
erosion was caused by imperfect selectivity and physical 
etching. Scanning electron microscopy (SEM) was used to 
characterize the pillars. 

Results and Conclusion:
We obtained the expected result after RIE, which were 
sloped nanopillars. The slight sloping might be caused by 
scattering as shown in Figure 3. After plasma etching the  
250 nm SiO2 nanoparticle mask, the resulting nanopillars were 
approximately 120 to 150 nm in diameter. Using Langmuir 
Blodgett, the uniformity of the size and distribution of the 
SiO2 nanoparticles allowed for the etching to be uniform. 
Conversely, the etch mask created using spin-coated latex-
spheres possessed microdomains, and after RIE, the different 
etching rates in and out of those domains produced an 
unevenly distributed and sized nanopillar stamp. Therefore 
the template for SAF nanoparticle fabrication produced using 
this technique will also be uniform in distribution and size, 
while the latex-sphere technique has not be uniform. 
Ultimately, the stamps were fabricated for a nanoimprinting 
process to produce SAF nanoparticles for cancer detection. 
We successfully utilized a two-step etch process to create the 
stamp. 

Future Work: 
Our future plans involve ion milling the stamp to round out 
the pillars and ensure that the liftoff does not remove the 
magnetic material in the troughs. These stamps will then 
be used to produce SAF nanoparticles for cancer bioassay. 
Additionally, we can utilize the uniformity created by this 
general stamp fabrication technique for microfluidics and 
optics. The stamp may also be used as a template for other 
nanomaterial growth. 
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Figure 2: a) Isotropic etching of SiO2 mask with fluorine-based 
etchant; b) Anistropic etching of Si with O2/Cl2/HBr.

Figure 3: Planar SEM view of nanopillars of stamp.
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Abstract:
Cellulases are key enzymes in the breaking down of cellulose into fermentable sugars used for bioethanol production. 
Lignocellulose-based biofuels have shown to be a viable alternative to fossil fuels. However effective production 
of cellulosic bioethanol is dependent on understanding kinetic interactions between cellulases and cellulose. A 
technique for immobilizing cellulose fibrils on solid substrates using a polymer lift-off method that allows for real 
time imaging of cellulase-cellulose interactions has been developed.
Photolithographically patterned features on a thin polymer coating allow exposure of selected areas of the solid 
substrate to the cellulose fibrils. Incubation of the cellulose followed by drying, and subsequent polymer lift-off 
results in the immobilization of cellulose aggregates and yields specific morphologies depending on the pattern 
size used for the immobilization. The specific pattern attributes the various patterned features allow for imaging 
of immobilized cellulose mats, particles, or fibrils. Cellulose and Thermobifida fusca cellulases Cel6B and Cel9A 
can be fluorescently tagged and in combination with cellulose immobilization, can be imaged via fluorescence 
microscopy. This fluorescence-based system can be used to elucidate interactions between cellulose fibrils and the 
cellulases involved in depolymerization.
As part of this project, novel patterns containing registration and alignment marks were developed. These patterns 
can be used to identify specific cellulose features and image them in real time. Furthermore, the registration 
marks included in the novel patterns allow the tracking of specific cellulose features over prolonged time-
lapsed experiments. Immobilization and identification through photolithographic patterning in combination 
with quantitative fluorescence microscopy techniques will result in a better understanding of cellulose-cellulase 
interactions. This can provide a more thorough understanding of the steps involved in the depolymerization of 
cellulose into fermentable sugars, which will aid the formulation of enzyme cocktails that improve the efficiency 
and reduce the cost of bioethanol.

Introduction:
Cellulases are instrumental in the depolymerization of cellulose 
fibrils into fermentable sugars for bioethanol production. 
Development of the most effective cocktail of enzymes for the 
depolymerization of cellulose fibrils into fermentable sugars 
is dependent upon understanding the intrinsic molecular 
mechanisms of cellulases. In turn, the design and creation of 
effective cellulase cocktails will dramatically reduce the cost 
of bioethanol production from lignocellulosic biomass.
Techniques that would allow for the evaluation of enzyme 
performance on insoluble cellulose materials ranging from 
single fibrils to complex cellulose mats are important for 
observing on-off rates and processive behaviors of cellulases. 
Effective imaging of these behaviors mandates high spatial 
and temporal imaging resolution, and in order to achieve 
these parameters, cellulose fibrils must be immobilized on a 
solid substrate.
This project developed a polymer lift-off technique that 
allowed for cellulose immobilization on a solid substrate 
by photolithographically patterning an evaporated polymer 
coating on a glass substrate. The immobilization of cellulose 
fibrils was achieved by selectively exposing the underlying 

glass surface and then removing the unpatterned cellulose by 
lifting off the polymer coating.

Experimental Procedure:
Polymer lift-off surfaces with specific pattern designs for 
fibril immobilzation were fabricated on 170 µm thick fused-
silica wafers ranging in diameter from 15 mm to 54 mm. The 
wafers were initially cleaned with three successive 10 minute 
baths in acetone, isopropanol and deionized water, followed 
by drying under a nitrogen stream. Further removal of organic 
contaminants was performed by 10 min of oxygen plasma 
cleaning (60 mTorr, 50 SCCM 02, 150W, Oxford PlasmaLab 
80+ RIE System). The back sides of the wafers were attached 
to adhesive tape to protect them from polymer deposition. A 
1 µm thick conformal coating of di-para-xylylene (Specialty 
Coating Systems) was evaporated onto the wafer surfaces, 
after which the adhesive tape was removed.
Shipley 1827 photoresist was spun over the polymer coating 
on the wafers to a thickness of 3.5 µm and baked at 90°C 
for 1 minute. Photolithography was performed using an HTG 
System IIIHR Contact Aligner. The exposed photoresist was 
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developed in AZ300-MIF developer (Clariant Corp., AZ  
Electronic Materials) for 1 min, followed by a 1 min rinse in 
deionized water and dried under a nitrogen stream.
Exposed regions of the polymer layer were etched in a reactive 
oxygen ion plasma chamber (60 mTorr, 50 SCCM 02, 150W, 
Oxford PlasmaLab 80+ RIE System). Residual photoresist 
was removed by successive 10 minute baths in acetone and 
isopropanol.

Results and Conclusions:
The polymer lift-off technique was successful in immobilizing 
cellulose fibrils on solid substrates, and allowed for high 
resolution fluorescence imaging of cellulose-cellulase 
interactions. Different patterned features yielded varying 
cellulose aggregate sizes. 10 µm features in width were most 
effective in immobilizing single cellulose fibrils and small fibril 
aggregates. 10 µm diameter dots were successful in isolating 
single cellulose fibrils important for imaging. Features smaller 
than 10 µm were not consistent in immobilizing cellulose 
fibrils, as most material was removed in the lift-off process 
and only small fibrils remained in patterned features. Patterns 
larger than 10 µm in width yielded larger cellulose aggregates 
and cellulose mats. Pattern alignment schemes allowed for 
identification of specific pattern features and cellulose fibrils.
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Figure 2, upper middle, right: Solid substrate pattern design with alignment 
scheme. Different feature sizes (ranging from 5 µm to 500 µm in width) were 
designed to immobilize various cellulose bundle sizes for imaging.

Figure 3, lower middle, right: 10 µm diameter dots incubated with 
Thermobifida fusca cellulases allowed for imaging of cellulose-cellulase 
interactions. A) Cellulose incubated with AF488-Cel6B enzyme. B) Cellulose 
incubated with AF 647-Cel9A enzyme. C) Combined fluorescence of both 
Cel6B and Cel9A.

Figure 4, bottom: Surface patterning and cellulose immobilization through 
polymer lift-off. (a) Glass surface is coated with a thin polymer layer and 
photoresist is spun on and exposed though a mask. (b) Wafer is developed and 
exposed photoresist areas are washed away. (c) Exposed polymer is reactive 
ion etched with oxygen ion plasma, exposing the underlying glass surface. (d) 
Left over resist is removed. (e) Cellulose in aqueous solution is dried on the 
patterned surface. (f) Polymer is lifted-off leaving behind cellulose fibrils and 
fibril bundles in patterned areas. 

Figure 1: Imaging of immobilized cellulose particles on solid substrate. A) 
10 µm wide lines immobilized cellulose agregates and celulose bundles with 
some single fibrils. B) 5 µm wide lines immobilized single cellulose fibrils and 
smaller cellulose bundles. C) 10 µm dots immobilized single cellulose fibrils 
and cellulose bundles. D) 5 µm diameter dots immobilized single fibrils and 
very few larger bundles.
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Abstract:
This work focuses on the fabrication of Au nanoparticle arrays using nanoimprint lithography (NIL), and their 
application as biosensor transduction elements. Noble metal nanoparticles such as gold (Au) are unique in that 
upon illumination by light of certain frequency, collective oscillations of the free electrons can be produced. This 
characteristic response is known as the localized surface plasmon resonance (LSPR). Optical characterization 
of the nanoparticle arrays show that the LSPR is not only sensitive to nanoparticle shape and size but it is also 
sensitive to the surrounding dielectric medium. Therefore, a biomolecular binding event on the particle surface 
causes the LSPR spectral line to shift. Specifically in this project, the LSPR of Au nanoparticles is used to transduce 
the interaction between two non-structural proteins responsible for viral genome replication, NS3 and NS5. This 
goal was accomplished by implementing an immobilization strategy for purified His-tagged NS3 proteins to the 
nanoparticle surface using a nickel-nitrilotriacetic acid (Ni-NTA) surface chemistry.

Introduction:
Surface plasmons are collective electron-density oscillations 
generated on the surface of metallic films. As the resonant 
excitation of these plasmons is highly dependent on the 
dielectric function of the material on the metal surface, 
monitoring the resonance condition serves as a suitable method 
to transduce dielectric changes in the near-field of the metallic 
surface. Based on this principle, surface plasmon resonance 
(SPR) biosensors have been utilized extensively over the last 
decade to characterize various biomolecular systems. Most 
significant among the benefits of SPR is the ability to monitor 
biomolecular interactions in real-time without the need 
for various labels that can generate less robust signals and 
putative effects on the interaction of interest. An extension 
of this technique, known as localized surface plasmon 
resonance (LSPR), uses noble metal nanoparticles. LSPR is 
gaining interest in part due to the availability of more reliable 
fabrication methods, adaptability for use in commercially 
available spectroscopic systems and enhanced sensitivity. 
In this work, nanoimprint lithography (NIL) is utilized to 
produce plasmonic constructs that are optically characterized 
using microextinction spectroscopy. We subsequently utilize a 
surface-modified Au nanoparticle array to detect interactions 
between two non-structural proteins NS3 and NS5 which are 
found in a Flavivirus replicase complex.

Fabrication Process:
Nanoimprint lithography (NIL), a mold-based fabrication 

method, was used to fabricate nanoscale patterns on glass. 
Glass substrates were cleaned in a 1:1 piranha solution of 
H2O2:H2SO4 for 20 minutes followed by a rinse in deionized 
water solution and dried using N2. Nanoimprint resist (MRi-
8030) was spin-coated on the glass substrates to the appropriate 
thickness and then baked on a hot plate at 140°C for 5 minutes 
to remove residual solvent. A nanoimprinter (Nanonex, NJ) 
was used to imprint with a mold possessing an array of pillars 
with oval cross-sections (~ 130 nm by 100 nm) and gaps of ~ 
90 nm (Figure 1) directly onto the prepared glass substrates. 

Figure 1: SEM of the nanoimprint mold.
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The glass substrates were heated above the glass transition 
temperature of the nanoimprint resist (180°C) and pressure 
(670 psi) is used to create a conformal contact with the mold. 
After imprinting, a thin layer (~ 5 nm) of Ni was deposited 
using a shadow evaporation technique to promote undercutting 
and enhance the subsequent lift-off process. Residual layer 
removal was accomplished using a suitable O2 plasma dry 
etching process (20 sccm; 50W; 20 mTorr). Following the 
etching, Au was deposited to the desired thickness on the 
glass substrates using an electron beam evaporator. Lift-off 
was performed by immersing the glass substrates in a beaker 
of acetone, and sonication when necessary. The finished 
samples were rinsed with methanol and IPA and dried with 
N2. The resulting Au NP arrays were surface-modified with a 
Ni-nitrilotriacetic acid (Ni-NTA) surface chemistry in order to 
immobilize the purified His-tagged NS3 proteins onto the Au 
NPs. The surface modification technique was accomplished 
by the incubation of the Au NP substrates in solutions of 
cystamine, glutardialdehyde, Na,Na-bis(carboxymethyl)-L-
lysine hydrate (NTA), and nickel sulfate respectively.

they interact with ambient air and isopropanol (IPA). Overall 
behavior shows an increase in wavelength (red-shift) with 
increasing refractive index. We observed that there is an 
optimal particle thickness (30 nm) that produces the highest 
environmental sensitivity. 
Lastly, we tested the interaction of NS3 and NS5. A flow 
cell setup was used to flow NS3, NS3 buffer, NS5, and NS5 
buffer respectively. As seen in Figure 3, the interactions of 
NS3 with the nanoparticle surface and with NS5 are clearly 
distinguishable based on the extinction vs. time graph (NS3 at 
~ 0.0 min, NS3 buffer at ~ 25 min, NS5 at ~ 50 min, and NS5 
buffer at ~ 75 min).

Conclusions / Future Work:
We successfully fabricated Au nanoparticles using NIL and 
have characterized their plasmonic properties. We applied our 
nanoparticles to detect interactions between NS3 and NS5. 
Optimization of the surface chemistry used to bind His-tagged 
proteins is being addressed and should lead to improved 
biosensor performance.
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Figure 2: LSPR response of fabricated  
particle array (in air & IPA).

Experimental / Results:
The optical properties of the nanoparticles arrays were 
determined by an optical extinction measurement. These 
measurements were conducted using a Nikon TE300 Eclipse 
inverted microscope (40x objective) with transmitted 
broadband light focused into an optical fiber which was 
coupled to spectrometer (Ocean Optics HR4000). The 
SpectraSuite software package was used for all data acquisition 
and analysis. The first test was conducted on a variety of 
samples that were differentiated only by the height (10-60 
nm) of the Au NPs. As shown in Figure 2, with increasing 
nanoparticle height there is a consistent resonance peak shift 
in the LSPR to shorter wavelengths (blue-shift). In addition, 
dielectric sensitivity was measured on the different heights 
by monitoring the LSPR response of the nanoparticles as 

Figure 3: LSPR measurement of NS3 and NS5 interaction.
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Abstract:
Some biological adhesive bonds, called catch bonds, are enhanced by tensile force which enables complex behaviors 
at the cellular level. For example, Escherichia coli bacteria, binding to mannosylated surfaces via a catch-bond 
forming protein called FimH, switch from transient to rolling to stationary adhesion as hydrodynamic shear stress 
is increased, and detach again if the flow is turned off. The behavior of the catch bond is also influenced by the 
mechanical structure of the bacteria.
Our lab currently uses adhesive dynamic simulations and computational analysis to examine the relationship 
between catch bonds under shear stress, the mechanical structure of the fimbriae, and the behavior of the bacteria 
in fluid flow. The goal of this project is to design and implement into the simulation the additional functionality 
of fimbrial uncoiling so that the affect of this behavior on the catch bonds as well as the behavior of the bacteria 
can be determined via computational analysis. We created a two-state Monte Carlo algorithm using the polymer 
Worm-Like-Chain equation to model the behavior of the fimbriae under shear force.

Introduction:
The first step in successful colonization and infection of many 
bacteria is adhesion to host tissues. Escherichia coli adheres 
to mannosylated surfaces via a catch-bond forming protein 
called FimH, which is located at the tip of its fimbriae, which 
are long rods composed of more than 1000 coiled FimA 
protein subunits forming a helical structure anchored to the 
outer bacterial membrane. These fimbriae exhibit spring-like 
uncoiling behavior under shear force which mediate the forces 
at the FimH tip and enhances bacterial adhesion.
Mechanical measurements done on fimbriae using atomic 
force microscopes show that fimbriae readily extend under 
applied force, caused by the uncoiling of the FimA protein 
subunits [1]. This uncoiling produces a force plateau region 
in the force extension curve which is optimized to mediate 
the shear forces at the FimH tip and enhances the catch-bond 
lifetimes, which in turn enhances bacterial adhesion [2].
In order for our adhesive dynamic simulations to accurately 
model the behavior of bacterial in fluid flow, the uncoiling 
behavior of the fimbriae must be accurately modeled in 
our simulation. Once the modeling of fimbrial behavior is 
incorporated into the simulation, we can use the simulations 
to explore the dynamics of the FimH catch bonds and their 
role in the adhesion of bacteria.

Procedure:
The behavior of fimbriae under shear force has previously 
been probed in atomic force microscope (AFM) experiments. 
The data from these experiments has been used to determine 
the structure and behavior of fimbriae under force, which can 
be modeled using the polymer Worm-Like-Chain equation. 
These experiments also produced force extension curve 
data that we can use to compare with our simulation data to 
determine the accuracy of our simulation model, as seen in 
Figure 1.
We created a two-state Monte Carlo algorithm to model the 
uncoiling behavior of fimbriae, and incorporated this into 
our simulation of bacterial behavior in fluid flow. Previous 
experiments have shown this type of algorithm best models 
the uncoiling behavior of fimbriae [3].
Our simulation models the fimbriae much like a two spring 
force scenario. Using the overall fimbrial extension and the 
number of subunits in each state (coiled and uncoiled), we 
set the two force equations equal to each other and solved 
for the total tensile force from the fimbriae using an iterative 
method. The algorithm then used that force to calculate the 
uncoiling of the FimA subunits based on the probability of 
uncoiling adjacent subunits. These fimbrial forces were then 
used to determine the behavior of the FimH catch bonds, and 
summed to determine the overall behavior of the bacteria in 
fluid flow.
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Future Work:
Our simulation can be used to run computational experiments 
to model the behavior of bacteria in fluid flow. Because these 
experiments are computational, we can alter parameters 
to explore the dynamics of fimbrial behavior, catch-bond 
interactions, and bacterial adhesion and behavior in fluid flow. 
In the future, this data may be used to fight bacterial disease 
or engineer adhesives that exhibit similar force dependant 
properties and behavior.
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Figure 1: Force extension curve of uncoiling fimbriae  
from atomic force microscope experiments.

To determine the accuracy of our simulation, we ran the 
simulation using parameters to model a single fimbriae, 
and used the outputted simulation data to produce a force 
extension curve which we could compare to the data obtained 
from the AFM experiments.

Results and Conclusion:
Our simulation, resulting from modeling a single fimbriae, 
produced a force extension curve that matched the data 
obtained from AFM experiments. This was evidence that 
our simulation correctly modeled the behavior of single 
fimbriae under shear force. Thus, the simulation can be used 
to accurately describe and predict the behavior of bacteria in 
fluid flow, based on multiple fimbrial-surface interactions.
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Abstract/Introduction: 
In this study, surface plasmon resonance (SPR) imaging and microfluidics were combined to immobilize single 
stranded deoxyribonucleic acid (DNA) on a patterned gold surface, detect DNA hybridization, and measure 
molecular binding kinetics in a real-time, label-free manner. Single-stranded thiolated DNA (T-DNA) was first 
immobilized on a gold surface; thereafter, the complementary DNA (cDNA) strand and the non-complementary 
DNA (ncDNA) strand were injected through a polydimethylsiloxane (PDMS) flow cell [1]. Because there are 
multiple channels in the PDMS flow cell, different solutions were injected through each channel, rendering a multi-
array sensor—the PDMS flow cell reduced the volume of the sample solution needed (which increases the diffusion 
rate) and decreased the overall size of the biosensor. The hybridization was detected through an SPR imaging 
technique, comprised of a collinear system in which an incident light is shone underneath the sensor [2]. The sub-
wavelength nanoholes can efficiently convert incident photons into collective oscillations of conduction electrons, 
known as surface plasmon (SP) waves at the gold surface. These surface plasmon waves propagate throughout the 
surface, and re-radiate as a sharp transmission of light at the other surface end. This transmission was detected 
by a couple charge device (CCD) camera and was shown as an intense transmission peak (peak position depends 
on the periodicity of the array and the refractive index surrounding the gold surface). If there were molecules 
present on the surface of the array, there would be a decrease in transmission intensity, resulting in a shift of the 
peak. Fluorescently tagged cDNA was used to verify the hybridization of DNA using a fluorescence array scanner. 
This technique can be used, in part, for gene mutation screenings as well as molecular interaction studies. The 
results showed that hybridization was possible through a microfluidic device and that a transmission peak could 
be detected through the biosensor. 

 

50 µm deep) (Figure 2a) by spinning SU-8 photoresist onto a 
blank four inch silicon wafer at 2000 rpm for 30 seconds. The 
wafer was then prebaked, soft-baked, exposed to ultraviolet 
light under a patterned chrome mask, baked again, and 
developed [1]. Next, it was coated with a self-assembled 
monolayer of alkanethiols using a vacuum chamber. A 10:1 
mixture of PDMS and curing agent was poured onto the 
wafer, and cured. Finally, six holes (1 mm diameter), were 
punctured into the inlets and outlets. 
After preparing the reagents in Table 1, 30 µl of T-DNA were 
pipetted onto the surface of the slide over the nanoholes, 
incubated in a 37°C humid chamber, and rinsed. The T-DNA 
area was then treated with 90 µL of mercaptohexanol, 
incubated, and washed. The PDMS flow cell was coated with 
bovine serum albumin, incubated, and rinsed. A glass cover 
slide was placed over the PDMS and gold slide and secured 
by mechanical bonding, where tubes (0.05 inches in diameter 
and 3 inches long) were inserted into the inlets and outlets 
(Figure 2a and b). Finally, fluorescent/complementary-DNA 
(F/cDNA) was injected into the right channel, fluorescent/non-
complementary-DNA (F/ncDNA) into the left channel, and 
the center channel was left empty. After a 24 hour incubation 
period in the humid chamber, the fluorescent labels were 
detected using a fluorescent microarray scanner. 

Figure 1: (a) Bright field image of a PDMS channel. (b) SEM image 
of nanohole array milled by a focus ion beam (200 nm diameter and 
400 nm period).

Experimental Procedure: 
Using an electron beam evaporator, 5 nm of chromium, 
followed by 100 nm of gold, were deposited onto a clean glass 
slide, and placed in an ozone oven for ten minutes. Next, a  
3 × 5 array of 16 × 16 nanoholes, (200 nm diameter and  
400 nm periodicity), was milled onto the surface of the slide 
using a focused ion beam (Figure 1). 
The fabricated microfluidic device used photolithography 
to construct three channels (each channel 100 µm wide and  
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Results and Conclusions:  
After several trials, DNA hybridization in a PDMS flow 
cell was successful. Figure 2c shows the fluorescence of the 
positive control channel. The main problem encountered for 
the first several trials revolved around the F/cDNA leaking 
out of its channels and into other channels; this error could be 
attributed to air bubbles or impurities between the PDMS flow 
cell and gold slide, or the flow rate of F/cDNA. Since DNA 
is hydrophilic, it is more prone to spread on the surface rather 
than stay within the channel walls. This leakage problem was 
corrected using a contact aligner to apply the flow cell to 
the gold surface—a uniform pressure over a wide area was 
applied onto the PDMS and the gold slide ensuring a tight 
seal. Figure 3 shows a transmission spectrum of the nanohole 
arrays without any molecules on the surface. The two peaks 
are due to the different periodicities between the adjacent 
hole, and the diagonal hole. 
Future work would include the injection of DNA and 
complementary DNA through the flow cell while simul-
taneously measuring the transmission to see if the imaging 
system could detect the hybridization.
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Figure 2: (a) Schematic of PDMS flow cell. (b) Complete SPR sensor. 
(c) Result from fluorescence array scanner. Right channel (F/cDNA), 
Left channel (F/ncDNA), Center channel (empty). 

Figure 3: Transmission spectrum. The sharp peak  
shifts when DNA binds to the surface.

Table 1: Reagents 
used * Volume varies 
depending on total 
solution volume.
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Abstract: 
A novel near field scanning optical microscopy (NSOM) method promises to achieve sub-50 nm spatial resolution 
along with enhancing signal to noise ratio (SNR) in optical imaging of single molecules and cell membranes. This 
technique proposes use of a zinc oxide (ZnO) nanowire plasmonic probe, synthesized by a chemical vapor transport 
and condensation (CVTC) system based on the vapor-liquid-solid (VLS) nanowire growth mechanism. In the 
present research, ZnO and graphite were used as source materials and the substrates were coated with 5 nm of thin 
film gold (Au) catalyst at a temperature of 1000°C and 700°C, respectively. Using scanning electron microscopy 
(SEM), it was found that the growth and the shape of nanowires were critically dependent on the temperature of 
the substrates, which is a function of position in furnace and temperature set point. 

Introduction:
Cancer research is pointing toward the development of 
technologies that allow the study of living cancer cells at a 
single molecule level, in order to achieve a better understanding 
of this disease. Biomarkers, as Au nanoparticles, have the 
ability to reveal neoplastic changes; these nanoparticles can 
be detected in live cells with optical techniques [1]. However, 
resolving the spatial distribution of individual molecules 
remains a challenging problem because of light diffraction 
[2]. NSOM has overcome this limitation, but with a low light 
transmission inducing a very weak signal [3]. Here, we are 
proposing a new NSOM method, which consists of a ZnO 
nanowire probe with an Au nanoparticle at the free end, where 
the nanowire works as a waveguide and the Au tip enhances 
the local electric field at tip-sample (Au biomarkers) gap at a 
single molecule level.

Experimental Procedure:
The synthesis of ZnO nanowires was carried out by a CVTC 
system based on the VLS nanowire growth mechanism [4]. 
Single-crystalline silicon was used as a substrate for the ZnO 
nanowire growth. The substrates were coated with a layer of 
5 nm Au thin film using a thermal evaporator under 3 × 10-5 
Torr at 30 mA for 10 s. Then, the Au on the substrates was 
annealed at 1000°C for 20 min under argon atmosphere for 
the Au island formation. [place Figure 1]
Equal molar amounts of ZnO powder (99,9 %, Kurt J. Lesker 
Company) and graphite powder (Riedel-de Haën, Sigma-
Aldrich lab) were mixed together, transferred to an alumina 
boat and then placed into a quartz tube (2,3 cm diameter and 
118 cm length) in the upstream furnace of an argon flow (Figure 
1). The Au-coated substrates were placed in the downstream 
furnace. The temperature of the upstream furnace was ramped 

to 1000°C and the downstream furnace was heated at 675°C - 
725°C for 30 min under a constant flow of argon of 21 sccm.
The VLS growth mechanism of ZnO nanowires occurred in 
the following way: when the upstream furnace was heated 
at 1000°C, Zn, CO and CO2 vapors were produced by the 
chemical reactions 1 and 2:

ZnO(s) + C(s)   Zn(g) + CO(g)	 (1)
CO(g) + ZnO(s)  CO2(g) + Zn(g)	 (2)

These vapors were transported by argon to the downstream 
furnace, which was at a lower temperature. Zn vapor was 
absorbed by Au to form an alloy droplet; then, the diffusion 
of Zn through the alloy occurred and when it became 
supersaturated, reactions 1 and 2 proceeded in the opposite 
direction with the formation of ZnO nanowires. 

Figure 1: Schematic illustration of the  
ZnO nanowires growth by CVTC system.
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After the furnace was cooled to room temperature, light gray 
material was found on the surface of the substrates, indicating 
the deposition of material. 
Samples were characterized using SEM and x-ray diffraction 
(XRD).

Results and Conclusions:
ZnO nanowire growth was analyzed at different substrate 
position in the downstream furnace and it was found that larger 
nanostructures were formed in regions located downstream. 
Nanowire growth was observed at the center of the furnace. 
Experiments carried out at temperatures from 675°C to 725°C 
in the downstream furnace shown that at the low temperature 
(675°C), the Au catalyst nanoparticles were partially solid 
and therefore the nanowires were not formed (Figure 2a). 
At 700°C, adsorption, diffusion and crystallization occurred 
properly for the nanowire growth. Here, the dimensions of the 
nanowires (~ 100 nm width, ~ 2 µm length) and the presence 
of Au at the end indicated that these conditions were optimal 
for this research (Figure 2b). Higher temperatures (725°C) 
introduced significant crystal overgrowth and agglomeration 
(Figure 2c).
Control experiments without graphite did not form nanowires, 
which indicated that Zn vapor was generated only by a 
carbothermal reduction of ZnO in this furnace environment. 
Extensive growth was also found after annealing, due to the 
formation of Au droplets. 
XRD was used to examine the crystallinity and composition 
of the nanowires. Samples gave similar XRD patterns, 
indicating high crystallinity of ZnO nanowires (Figure 3). Au 
peaks were also detected.

Future Work:
After successful growth of the nanowires, the cantilever will 
be prepare and the ZnO nanowire growth with Au at the tip will 
be perform on the cantilever based on conditions previously 
found for optimum growth.
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Figure 2: SEM images of ZnO nanowires grown at: a) 675°C, b) 700°C, c) 725°C.

Figure 3: XRD of ZnO nanowires on silicon substrate.
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Abstract:
Nuclear magnetic resonance (NMR) is a versatile technique for soft matter analysis. We can use NMR for imaging, 
as in the MRI of a brain, or to study the water dynamics in lipid membranes, the structure of proteins and their 
aggregates, and the aggregation of asphaltene, an element of crude oil. Although NMR is versatile, it also poses 
some challenges. NMR is an insensitive technique with low contrast. When studying large molecular assemblies, 
it is difficult to know if we see aggregation because of the insensitivity. In order to solve this problem, we can 
introduce a probe molecule, which in this case is a nitroxide radical, which gives localized information regarding 
the area of placement. We can either detect this probe molecule directly, through electron spin resonance (ESR), 
or transfer the information to the NMR signal of neighboring nuclei by using both ESR and NMR simultaneously; 
this is known as dynamic nuclear polarization (DNP). 

Introduction:
DNP is a method to enhance NMR signal through polarization 
transfer from electron spins to nuclear spins, and can study 
water content and viscosity in lipid membranes. At 3500 G, 
which is the field of our current working DNP system, we have 
less-than-maximum or even no NMR signal enhancement 
at all. This project focuses on moving to a magnetic field 
of about 20 G since the theoretical maximum enhancement 
increases at a lower field (Figure 1). By moving to a low field, 
we will be able to both compare the DNP enhancement of 
samples at different fields and test samples in which no DNP 
enhancement was observed at 3500 G. We will focus on the 
design, construction, and testing of this new DNP system, and 
show some initial results. 

In order to understand DNP, one must be able to understand 
NMR and ESR. When certain nuclei are placed in a magnetic 
field, the nuclear spin energy splits into different levels. This 
energy difference can be detected by applying radio frequency 
radiation to the nuclei. The small differences in the splitting 
of the energy levels give information on the molecule, seen 
in the NMR signal. Like NMR, ESR uses electromagnetic 
radiation to detect differences in energy levels. However, 
instead of detecting the nuclei, ESR detects the electron spin 
of free radicals or other paramagnetic species. This is only 
useful in systems which contain free electrons. Since the free 
electrons have a higher energy splitting than nuclei, ESR has 
greater signal sensitivity than NMR. When the free electrons 
are in close contact with the nuclei, NMR and ESR can be 
used simultaneously in a process known as DNP. Saturating 
the electrons with strong electromagnetic radiation perturbs 
the electron spins, which transfer the higher polarization to 
the nearby nuclei, and enhances the NMR signal. 

Figure 1; Plot of magnetic field vs.  
theoretical maximum enhancement

Figure 2: Example of an ESR spectrum at 15.3 G.
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Moving to low fields has many advantages, but there are also 
some disadvantages. The ESR spectrum is much different at 
low fields than at high fields, and this spectrum can only be 
detected through DNP. At high fields, the applied magnetic 
field dominates the spectrum and we see three transitions, one 
for each spin state of the nitrogen nucleus in the nitroxide. 
However, at low fields, the applied field no longer dominates, 
but the nitrogen transitions dominate, and we see many more 
peaks in the ESR spectrum (Figure 2). 

Experimental Procedures:
Because DNP instruments are not commercially available, we 
built our own. First we built the electromagnet, a Helmholtz 
coil design, which consists of two coils placed on the 
same axis with the same current flowing through each one 
producing a homogeneous magnetic field. Our sample can be 
easily inserted or removed from the magnet. 
The NMR system contains four parts: a laptop, an NMR 
spectrometer, the magnet, and a coil. The laptop first sends 
a signal to the spectrometer to send a radiofrequency pulse 
to the sample, which in our case is a 1 mM radical solution 
(4-amino-TEMPO). The spectrometer then sends the pulse to 
the sample, which in turn perturbs the nuclei from the water. 
This perturbation is then picked up by the NMR coil and sent 
back to the spectrometer, and the laptop collects information 
about the molecule. 
For the ESR system, we have a frequency source, an amplifier, 
a tuning circuit, and a second coil. The frequency source sends 
a fixed frequency through the amplifier. From the amplifier, the 
frequency is sent to a tuned and matched circuit into the coil. 
This allows for the most power to get to the sample. A normal 
NMR experiment is conducted with the ESR saturation on in 
order to perform DNP. This setup is shown in Figure 3. 

Results and Conclusions:
In order to prove that our new low field DNP system worked, 
we reproduced previous results found in the literature. We 
successfully obtained a similar ESR spectrum through DNP 
(Figure 4). When using DNP, 117-fold enhancement with 
respect to the normal NMR signal was observed. Compare 
this to our current system of 3500 G with the same radical 
concentration in which the maximum enhancement is about 
32-fold. This proves that the enhancement is greater at low 
fields. 

Future Work:
We can now use this low-field to test other systems, for 
example, studying the water dynamics in lipid membranes 
using this low field system compared with results with those 
taken at high fields. Also, we can now study crude oil in which 
no DNP enhancement was observed at high fields. 
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Figure 3, left: Experimental setup.

Figure 4, above: ESR spectrum at 
15.3 G with our homebuilt system
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Abstract/Introduction:
The interaction between oxide surfaces and organic 
compounds is of general industrial importance as many 
catalytic processes involve reactions between these 
species. Furthermore, volatile organic compounds 
are a class of environmental pollutants [1,2] and 
the interaction of such molecules with natural and 
engineered oxide surfaces is not well understood [3]. It 
is thought that processes such as adsorption, reaction, 
and/or decomposition over such oxides play a crucial 
role in the remediation of the pollutants. Additionally, 
organic compounds can alter the surface properties 
of oxide coatings, aerosols particles and catalysts 
significantly.
Therefore we have chosen to study the interaction of an organic molecule containing an aldehydic function with 
the surface an oxide using a simple model system: benzaldehyde on rutile titanium dioxide (TiO2) (110). Previously 
we observed carbon coupling reactions via loss of oxygen for such systems employing temperature programmed 
reaction spectroscopy (TPRS) [5]. Conversion of benzaldehyde to stilbene occurs for approximately 30 percent of 
the adhered benzaldehyde molecules. Previous studies attribute the reactivity to defects such as oxygen vacancies 
that leave active ensembles of reduced Ti3+ sites on the oxide substrate [6].
In the present study, scanning tunneling microscopy (STM) experiments were performed under ultra-high vacuum 
(UHV) conditions to identify the adsorption sites of benzaldehyde and search for reaction intermediates. Although 
benzaldehyde appeared mobile at room temperature, a preferred adsorption on five coordinated Ti4+ sites was 
observed; however, the movement of benzaldehyde molecules during the time scale of our experiment prevented a 
better resolution of the features. Future work will require cooling to low temperatures to immobilize the molecules, 
allowing for the precise identification of the active sites and possible reaction intermediates.

Experimental Procedure:
A UHV Omicron STM set up (base pressure ~ 3 × 10-10 torr) 
equipped with low energy electron diffraction (LEED), two 
mass spectrometers and an ion gun for argon sputtering, 
was used in this study. The sample surface was cleaned by 
a series of sputtering (10-6 mbar Ar, 1 keV, filament current  
10 mA, 20 min.) and annealing (~ 850-900°K, 5 min.) cycles 
prior to imaging. Temperatures were calibrated using a type 
K thermocouple. Benzaldehyde (Aldrich 99.5% plus purity) 
was further purified by freeze-pump-thaw cycles and dosed 
at room temperature exposures measured in Langmuir: 1L 
= 1 torr•µs = 1.33 10-6 mbar•s) on the surface from a doser 
positioned 1 cm above the surface. Constant current images 
were taken with typical scanning parameters of 0.1-0.3 nA 
and 1-3 V. Both electrochemically etched and platinum/
iridium (Pt/Ir) W tips were used while scanning.

Results:
Figure 2 shows the TiO2 (110) surface after cleaning. The 
spatial resolution achieved with STM clearly allows for 
the observation of Ti4+ (a, bright) and bridging oxygen (b, 
dark) rows. Inherent defects included bridging oxygen atom 
vacancies seen as bright breaks in the O rows (c), and step 
edges (d). These locations are regions of high interest for 
potential binding sites.
In Figure 3 one can see that the same area of the sample 
following dosing of ca 0.5 L benzaldehyde at room temp-
erature. This coating is depicted clearly in the image and is 
represented by the bright round features which were observed 
bound to the titanium atom rows (g). Hence the preferred 
binding site of benzaldehyde must be over five coordinated 
Ti4+ ions. In contrast to our expectations, benzaldehyde did 

Figure 1: Reaction scheme developed after TPRS data analysis.
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not bind to bridging oxygen vaciences or step edges, which are 
usually strong adsorption sites.
Figure 4 that this is again the same region scanned after a five 
minute time elapse. This image illustrates how benzaldehyde 
molecules are mobile at room temperature. While some molecules 
remain in their original binding locations, others diffuse away to 
new locations. Still no accumulation at step edges occurs.

Conclusions:
Points to take away from the work completed this summer 
include the following: benzaldehyde molecules bind weakly to 
five coordinated Ti4+ sites at room temperature. Notably they 
did not adsorb preferentially to oxygen vacancies or steps. At 
room temperature, they diffuse slowly across the surface. Future 
low temperature scanning to immobilize the molecules while 
investigating the reaction of benzaldehyde is required.
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Figure 2, top: STM image of clean TiO2 surface (imaging parameters:  
30 nm × 30 nm, 300K). Features identified are (a) bright Ti atom rows; 
(b) dark O atom rows; (c) bridging O vacancy; (d) step edge; (e) unknown 
contaminant. 

Figure 3, middle: STM image of TiO2 immediately after a 0.5L benz-
aldehyde exposure (imaging parameters: 30 nm × 30 nm, 300K).
 
Figure 4, bottom: STM image taken after 5 min. Filled circles are previous 
molecule locations, while new molecules are circled with hatched lines. 
(imaging parameters: 30 nm × 30 nm, 300K).
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Abstract:
Photocatalytic hydrogen production has the potential to provide an alternative source of energy. For this to occur, 
a suitable semiconductor with the right band gap is needed for maximum visible light absorption. The two main 
methods used for the synthesis were sol-gel for dip coating and electrodepositon. Iron chloride and ferric nitrate 
were used as iron precursors, and the substrates used included fluoride doped tin oxide (FTO) glass, and platinum 
coated on quartz. After synthesis using various combinations of precursors, substrates, methods and dopants, the 
samples are calcined at 550°C or 700°C for 4 hours depending on the substrate used. This is to ensure that the iron 
hydroxide is converted to iron oxide. So far samples calcined at 700°C show the best performance. 

Introduction:
Energy issue is a great challenge in the 21st century. The 
focus of the group is to create a cost effective and more 
efficient way to produce hydrogen using solar energy in a 
photoelectrochemical cell.
In the case of photoelectrochemical hydrogen production [1-
3], a suitable semiconductor absorbs light causing electrons to 
be excited from the valence band to the conduction band. The 
excited electrons cause water reduction to form hydrogen, 
the holes left behind result in oxidation to yield oxygen as a 
byproduct. 
Iron oxide has potential advantages [4] for photoelectro-
chemical hydrogen production. It is stable in aqueous solutions 
with pH above 3, it has a suitable band gap of 2-2.2eV that 
enables 40% sunlight absorption. It is also abundant and 
inexpensive. However iron oxide has limitations which 
hinder its photoelectrochemical performance such as its poor 
conductivity which often leads to a high recombination rate, 
its inappropriate conduction band for hydrogen evolution, 
its low kinetics for water oxidation and its low optical 
absorption. The focus was to address the limitations hindering 
its photoelectrochemical performance.

Experimental  Methods for Synthesis:
Sol-Gel Method. Sol-gel method is fast, simple and efficient. 
It can be done on a large scale. The mixture of 0.46M solution 
of the iron precursor in ethanol, 1.2 ml of propylene oxide 
and 30% F127 polymer forms a sol for the following dip-
coating. The substrates are dipped in a sol solution using a 
linear motion stage at a rate of 100 µm/sec for a downward 
displacement of 15 mm; the substrate stays in the solution 

for 120 secs and is then displaced upwards at the same rate. 
Following the evaporation of the solvent by air the process is 
repeated twice to ensure the right amount of thickness of iron 
oxide film.
Electrodeposition Method. Electrodeposition enables good 
electronic contact, the microstructure of the samples can be 
controlled and it also enables large scale production. Three-
electrode system was used for the electrodeposition. The 
counter electrode was platinum, the working electrode was 
the FTO or Pt and the reference electrode was Ag/AgCl. The 
applied voltage was between -0.49 and 0.41V for 5 cycles. The 
solution contained 5 mM FeCl3, 5 mM KF, 0.1 M KCl and 1 M 
H2O2 [5]. All samples were calcined at the same conditions as 
the sol-gel samples. Detailed PEC measurements are shown 
in Ref [5].

Results and Discussion:
Structure and Optical Properties. Figure 1 shows the 
typical Raman spectra of iron oxide prepared by sol-gel 
and electrodeposition methods. All the peaks are belonging 
to a-Fe2O3, indicating the Hematite structure. The UV-vis 
absorption curves and Tauc plots of undoped and 5% Ti doped 
iron oxide thin films are presented in the inset of Figure 1. It 
can be seen that both samples exhibit very similar bandgap 
around 2.2 eV, which is a typical value for a-Fe2O3. 

Doping Effect: In Figure 2, it can be seen that, among all 
the samples prepared by sol-gel method, 5% Ti doped sample 
shows the best photoelectrochemical performance. The 
samples are also quite stable as indicated by the negligible 
corrosive current in the dark. The FeCl3 iron precursor induced 
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sample displays slightly better performance than that of Fe(NO3)3 
precursor, which might result from the different microstructures from 
different iron precursors. We dip coated the sample once, twice and 
three times to see the effect of thickness on photoelectrochemical 
performance. The result shows that samples dip-coated twice exhibit 
the highest photocurrent. 
Interfacial Effect: A thin layer between FTO and active photocatalyst 
may help to improve the charge transfer between them, resulting in 
a higher charge separation efficiency [4]. Therefore, we compare the 
PEC results from bare FTO, a thin layer of TiO2 or SnO2 coated FTO. 
It can be seen from Figure 3 that SnO2 shows better PEC performance 
than the other interfaces used. 
Temperature and Method Effects: The undoped sample calcined 
at 550°C does not show any photocatalytic performance as shown 
in Figure 4. However, when the sample was calcined at 700°C, it 
shows appreciated photocurrent, which could be due to the higher 
crystallinity obtained at high temperature calcinations, resulting in 
a better charge transfer. One can also see that the undoped sample 
prepared by sol-gel method shows slightly better PEC performance 
than that of sample prepared by the electrodeposition method.

Conclusion:
In conclusion, nanostructured iron oxide thin films were prepared by 
different methods. Doping effect, precursor effect, interfacial effect, 
temperature effect and method effect were investigated. Adding 5% 
Ti to the sample improves the PEC performance. Among the three 
iron precursors used, iron chloride shows the best result. Using tin 
oxide as an interface for electron transfer shows better results than 
titanium oxide and bare FTO. Calcination at a higher temperatures 
improves photoelectrochemical performance. Samples synthesized 
by sol-gel method show increased photoelectrochemical performance 
than samples synthesized by electrodeposition.
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Figure 1: Typical Raman spectrum of iron oxide thin films. (Inset showing the UV-Vis 
absorption spectra (left) and Tauc plots (right) of iron oxide thin films.)

Figure 2: IV curves showing dark current, undoped sample, X % Ti doped samples 
from FeCl3 iron precursors and 5% Ti sample from Fe(NO3)3 iron precursor.

Figure 3: A very thin layer of TiO2 or SnO2 was between FTO and iron oxide.

Figure 4: IV curves comparing preparation by electrodeposition and sol gel methods.
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Abstract:
Nano-sized copper (II) oxide (CuO) particles (size ranging from 100-400 nm) were synthesized by ultrasonic spray 
pyrolysis (USP) starting from aqueous copper (II) nitrate with varying reaction conditions (reactor temperature 
450K-1180K, residence time 2s-5s). The products were confirmed by Fourier transform infrared spectroscopy 
(FTIR) (1384 cm-1 assigned as Cu2+-O2- stretching mode). Decreasing the reactor temperature resulted in an 
attenuation of x-ray diffraction (XRD) peak intensity (corresponding to apparent decreased crystallinity) coupled 
with an increase in mean particle size and deviation. The direct band gap was estimated to be ~1.6-1.9 eV from 
UV-Vis spectra.

Introduction:
Hydrogen has great potential as an environmentally friendly 
fuel since the byproduct of its combustion is water, yet the 
current method of hydrogen production is very inefficient and 
costly [1]. Solar energy is a large source of energy available 
for consumption, yet it is not utilized very efficiently [2]. 
The photoelectrochemical splitting of water as a method of 
hydrogen production using solar energy as a driving force to 
produce hydrogen is of great interest due to its ability to take 
advantage of abundant and renewable natural resources and 
convert them into highly deployable energy medium. 
The focus of this research is on synthesizing nano-sized CuO 
nanoparticle that can absorb visible light to produce hydrogen 
from water. Objectives of this research project are to synthesize 
CuO nanoparticle and study their characterizations, also to 
test their hydrogen production performance. 

Experimental Procedures:
Ultrasonic Spray Pyrolysis (USP). 0.1 M of Cu(NO3)2 
solution was prepared by mixing 2.326 g of Cu(NO3)2•2.5H2O 
solid and 100 ml of DI water in a volumetric flask. The 
solution was stirred for 30 minutes. 50 ml of the Cu(NO3)2 
solution was then nebulized (Sunpentown SU-2000) and 
carried into furnace (Linberg BlueM TF55035A) by air for 
heat treatment ranging from 450K-1180K. CuO nanoparticles 
were collected through a bubble trap of DI water after the 
furnace. CuO nanoparticles were cleaned in a sonicator. 
Reactor temperatures and air flow rates were varied to obtain 
different characterizations of CuO. Characters of CuO were 
studied by FTIR, XRD, TEM, SEM, and UV-Vis. Data 
explained in the “Result” section. 
Improvement to Ultrasonic Spray Pyrolysis: Modifications 
to USP were attempted to decrease the particle size of CuO 
nanoparticle. Surfactants including soap and hexanol were 

added to reduce the surface tension and reduce the size of 
the micronized droplets entering the tube furnace portion 
of the reactor. The Cu(NO3)2 solution was preheated before 
nebulization as an alternative method of reducing surface 
tension which according to literature [3] will reduce particle 
size of final products.
Photoelectrochemical Reaction: Only initial data was 
obtained from the hydrogen production analyser. Please refer 
to “Future Work” section for planned procedures for hydrogen 
production performance. 

Results:
By the ultrasonic spray pyrolysis method, CuO was 
successfully synthesized at different reaction conditions 
(resident time between 2s-5s). CuO nanoparticles were 
confirmed by FTIR (NICOLET 4700 FT-IR) exhibiting a 

Figure 1: FT-IR, Cu2+-O2- stretching mode peak at 1384 cm-1.  
Confirmed the CuO nanoparticle actually was presented in final products.
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Cu2+-O2- stretch mode peak at around 1384 cm-1 (Figure 1). 
X-ray diffraction graph (Figure 2) indicated all the CuO 
nanoparticle samples had strong crystalline structure. Intensity 
of the XRD peak at 1180K was higher than 1000K and 726K. 
It was suggestive that at higher reactor temperature, stronger 
crystalline structures were obtained. The particle sizes of CuO 
were investigated by scanning electron microscope (SEM) 
and transmission electron microscopy (TEM) in Figure 
3. It is shown that sizes of CuO ranged from about 100- 
400 nm. The images also showed that there was a decreasing 
trend in particle size as reactor temperature increased. This 
trend makes sense as higher reactor temperatures resulted in 
lower residence times, lower resident times resulted in lower 
collision frequency, therefore reduced particle sizes. 
Ultraviolet-visible spectra showed a display of absorbance 
corresponding to wavelength. According to the equation [4], 
ahv = A(hv - Eg)

n/2—where a is absorbance, h is Planck’s 
constant, v is frequency, A is proportional constant, n is 
assumed to be 1, and Eg is the band gap—the band gap can 
be calculated after rearrangements and necessary calculations 
were done (Figure 4). It was found that the direct band gap 
of CuO samples deviate between 1.6eV to 1.9eV with no 
noticeable pattern. 

The efficiency rate of the hydrogen product is yet to be 
determined.

Conclusion:
Copper (II) oxide nanoparticle was fabricated by the ultrasonic 
spray pyrolysis method. CuO products were confirmed to be 
presented in the final products. CuO nanoparticles all showed 
strong crystalline structure. CuO particle sizes ranged from 
100 nm to 400 nm according to TEM and SEM. Direct band 
gap of the CuO samples was measured to be about 1.6eV to 
1.9eV by UV-Vis spectra.

Future Work:
Photoelectrochemical Reaction Testing. More investigation 
needs to be done on hydrogen evolution rate. Procedures for 
the investigation are planned as following: Mix 20 ml of DI 
water with 0.05g CuO sample in a test tube. Shine UV light 
on the test tube with a mercury lamb in a closed chamber. 
Collect any gas produced and analyzed the gas with a gas 
chromatography machine. 
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Figure 4: UV-Vis spectra after modification by ahv = A(hv - Eg)
n/2 (explained 

in result section). Eg, the direct band gap was obtained by the x intercept of 
the linear fit of the first part of spectra before it changes slope. Band gap for 
this sample was estimated to be 1.7eV. for all CuO samples, band gaps were 
between 1.6eV to 1.9eV.

Figure 2: X-ray diffraction graph. Strong peaks showed the CuO hold 
crystalline structure. An increase in reactor temperature show an increase in 
peak intensity which suggest increase in crystallinity.

Figure 3: SEM and TEM image. CuO particle sizes  
were showed to be around 100 nm to 400 nm. 
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Abstract:

In nature, water is manipulated and used at negative pressures 
through transpiration, as shown in Figure 1. With transpiration, 
the roots extract, from sub-saturated soil, liquid water that 
then travels up the xylem and evaporates from the leaf. The 
evaporation creates negative pressure in the water in the xylem. 
The plant thereby maintains a stabilized flow of liquid water 
at large negative pressures. With a root membrane connected 
by a channel to a leaf membrane, the synthetic tree replicates 
this system in the simplest way. The water evaporates through 
capillaries in the leaves, and to imitate this system effectively 
requires many capillaries in the leaf membrane. The equation 
for the pressure of a liquid in a capillary is

 
(Pl = liquid pressure, Pv = vapor pressure, g = surface tension, 
r = capillary radius, q = angle of meniscus from side wall), 
which implies that to increase the magnitude of the achievable 
negative pressures, one must make the radius of the pores as 
small as possible [2]. This constraint necessitates a nanoporous 
material.
The previous model of the synthetic tree used hydrogel, 
a nanoporous organic material, to create the leaf and root 
membranes. In the new model, spin-on-glass (SOG) serves 

as the nanoporous membrane. Typically used in electronics 
and not as a membrane, it was uncertain how SOG would 
work for this purpose. Two types of SOG were tested, silicate-
based and organosilicate. Silicate-based has the advantage of 
being more hydrophilic, however it is more prone to cracking 
during curing due to large amounts of stress. Although more 
hydrophobic, organosilicate SOG has less stress and was 
therefore better to work with.
SOG acted as the membrane in both the root and leaf structures 
of the synthetic tree, and a silicon structure, as pictured in 
Figure 2, provided support necessary for mechanically 
stability. In addition, the silicon structure allowed for the 
future integration of pressure sensors.

Figure 1: California redwood 
using negative pressures up to 

-10 atm for transpiration.

Water is one of the most well-researched materials on earth, however, its 
properties at large negative pressures have been relatively unexplored. The 
current methods for studying water at negative pressures do not allow the 
manipulation needed to explore the thermodynamic, dynamic, and structural 
properties of water. Trees have an elegant mechanism to transport water from root 
to leaf through transpiration using water at negative pressures of up to -100 atms 
[1]. The Stroock group successfully imitated this mechanism using a hydrogel 
membrane to create negative pressures in water. Recreating this mechanism 
with a solid-state platform rather than a gel would allow direct pressure sensing, 
avoid deformation and collapse due to stress, and, potentially, further possibly 
increase achievable tensions by exposure to highly hydrophilic surfaces. This 
study describes a new strategy for forming a “Synthetic Tree” in which the key 
element is a silicon-supported, nanoporous membrane: through-etched holes in 
a silicon wafer provide the mechanical support for the nanoporous glass; anodic 
bonding of this membrane to a Borofloat glass wafer containing wells will allow 
macroscopic volumes water to be put under tension.

Introduction:
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The first step in creating the leaf/root membrane was fabricating 
the silicon support structure, which provided the foundation 
for the SOG. Starting with a double-sided polished 400 µm 
thick silicon wafer, an array of 1 mm squares were etched 
350 µm dee using standard photolithography followed by the 
Bosch process in a deep reactive ion etcher. Silicon dioxide 
(SiO2) was then deposited as an etch block, enabling a later 
through-wafer etch. Next, a layer of aluminum was evaporated 
onto the unetched side, protecting the silicon surface for later 
anodic bonding. An array of 5 µm diameter holes were then 
etched through in each of the previously opened squares, using 
standard photolithography, then an aluminum etch, followed 
by a descuming oxygen plasma, leading to the through-etch 
using the Bosch process.
Without any previous research on using SOG for this purpose, 
we had to find a way to fill the through-etched holes. Our 
first method was applying the SOG to the flat underside of 
the wafer using a synthetic paintbrush and using capillary 
action to wick the SOG into the holes. Our second method 
was to first partially dry the SOG, making it more viscous, 
then spread it over the wafer with the flat side up, using a 
PDMS squeegee to push the SOG into the holes and wipe 
off the excess. After filling and drying, the SOG was cured at 
400°C for an hour. SEM images in Figures 2 and 3 show the 
tops of the 5 µm diameter holes in a sample with painted SOG 
and squeegeed SOG. The visible menisci indicates that most 
if not all holes are well filled and few cracked, making both of 
these methods viable.
We proposed to bond the SOG-filled membrane to a glass 
wafer with small wells by anodic bonding. These wells would 
later be used to hold the water under tension. To prepare the 
membranes for bonding, first, the excess spin on glass had 
to be removed. We found chemical mechanical polishing 
(using SS12 slurry) to be the best method to remove the 
SOG, leaving a clean silicon surface ready for bonding. Time 
constraints permitted only one trial of anodic bonding. This 
test was unsuccessful, however, numerous scratches from 
aligning by hand, the possibility of the polarity being reversed 
and numerous other factors, indicate that anodic bonding may 
still possible.

Future Work:
Although the device has not yet been finished and tested, we 

know of some changes to the process that would be beneficial. 
First, removing excess SOG by chemical mechanical polishing 
rather than etching eliminates the need for the aluminum layer. 
Second, adding a protective layer to the front side would help 
prevent scratches while opening up the backside windows.
The next step would be more precise anodic bonding tests to 
obtain a successful seal. After that, the device can be tested 
using Raman Spectroscopy to investigate properties of water 
at negative pressures. If successful at putting water at high 
negative pressures, this device can then be incorporated with 
a pressure sensor and eventually connected to create the 
synthetic tree.
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Figure 2: Silicon support structure.

Figure 3: SEM image of 5 µm holes with painted on SOG.
Figure 4: SEM image of 5 µm holes with squeegeed on SOG.
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Figure 1: Diagram of two-electrode cell [4].

Introduction:
Electrochemical double-layer capacitors (EDLCs), also called 
“supercapacitors,” are an important component for energy 
storage technology due to their high power densities, yet their 
energy densities are less than those of most batteries [1]. As 
stated by the Office of Basic Energy Sciences, advances in 
electrical energy storage technology are critical to meeting 
future energy demands [2]. 
Our project focused on optimizing the assembly process of 
a test cell for developing EDLCs. Using a two-electrode cell 
design with activated carbon[3] and an organic electrolyte, it 
was found that in initial measurements the assembled cells 
met the specific capacitance and power density goals, however 
this capacitance degraded rapidly after a few hundred cycles. 
We outlined alterations for drier assembly, which showed 
some improvement under electrochemical testing, but still 
demonstrated a decline in capacitance. Ongoing research 
seeks to determine the mechanism of degradation and attempts 
to improve reliability of the cell.

Figure 2: Equation for capacitance. I represents current, (V/s) is 
the scan rate (volts per second), and m represents the mass of the 
electrode materials.

Experimental Procedure: 
The test cell design outlined in Figure 1 incorporated several 
commercial materials, including mylar sheets as shims, 
aluminum metal current collectors, and separator film. For 
optimizing the assembly process, we began by using activated 
carbon as our electrode material. The activated carbon was 
mixed with 3% by weight polytetrafluoroethylene as a non-
conductive binder. As attempts to mix solid polymer with the 
carbon were unsuccessful, the binder in both versions of the 
method was added in an aqueous solution (20% by weight 
H20) and mixed evenly. The material was flattened to a 
nominal thickness of 80 µm, cut to shape, and weighed. These 
electrodes were then placed under low vacuum and dried at 
100°C. 
The electrolyte was 8M tetraethylammonium tetrafluoroborate 
in acetonitrile. In the proposed dry method, the salt sample 
was heated under vacuum at 100°C prior to mixing the 
solution. After immersing the electrodes in electrolyte for 12 
or more hours, the test cell was assembled (see Figure 1). Un-
optimized assembly allowed the test cell to be assembled in 
open air, whereas our dry method involved dry box assembly 
under nitrogen flow, where humidity was maintained near 
zero. Electrochemical tests were performed using the 
Autolab cyclic voltammeter and frequency response analyzer. 
Capacitance was determined using the formula in Figure 2.
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Figure 3: Cyclic voltammogram comparison of 50th  
and 1000th cycles in an unoptimized test cell.

Figure 4: Plot comparison of degrading 
average current in assembly methods.
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Results and Conclusions:
Figure 3 depicts a cyclic voltammogram of an un-optimized 
test cell. While initial cycles recorded high values for current, 
for which a capacitance of 100 F/g was calculated, after 1000 
cycles this value was greatly reduced. We proposed that this 
observation was due to water contamination in the electrolyte, 
which led to our development of the dry assembly method. 
The decline in average capacitance from the un-optimized 
method under long-term testing was compared with that of 
the drier method and is presented in Figure 4.
It should be noted in Figure 4 that the initial average current 
is higher in the un-optimized test cell, however this may be 
due to slight differences in the masses of activated carbon 
in the electrodes or variations in the concentration of the 
electrolyte. Of particular importance is that, while both plots 
show a general decline in average current throughout the 
course of testing, the dry-method test cell had a longer cycle 
life. Comparison of the data also showed the sharp drop-off 
observed near 700 cycles during prior testing was not present 
in the drier assembly test, generating linear decline.

Future Work:
As the results indicated an improvement, especially in regard 
to the linear character and rate of capacitance loss, we will 
continue to use drier assembly methods for the test cell and 
seek further improvements upon the method. We will also 
continue to seek out a non-aqueous binder for the electrodes. 
We will also address other potential sources of degradation, 
such as material failure and shorts in the circuit. Should the 
issue of capacitance loss be minimized, the test cell will be 
more effective for testing the cycle life of new materials in 
the electrodes.
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Abstract:
In order to increase the number of transistors on an integrated circuit (IC) in accordance with Moore’s Law, we 
must find new ways to decrease transistor size. As we reach the limits of silicon transistors, new materials such 
as III-V’s, i.e. indium gallium arsenide (InGaAs), may be used for complementary metal oxide semiconductors 
(CMOS) in sub-22 nm transistors. Key steps in this new process include epitaxial re-growth using molecular beam 
epitaxy (MBE), planarization, very thin sidewalls, and deposition of gold for self-aligned source/drain contacts. 
Gold deposition using electroplating will be one of the final steps in creating a functional transistor. 

Introduction:
Moore’s Law predicts that the numbers of transistors on an 
integrated circuit will double every two years. In order to 
continue this trend, the size of transistors must be minimized. 
In the past, most transistors were made using silicon dioxide 
as the oxide insulator between the gate electrode and the 
path. However as transistors become smaller than 45 nm, the 
silicon dioxide insulator becomes too thin to prevent leakage 
of electrons to the gate electrode. Silicon is expected to be able 
to scale to 22 nm, but after that other material alternatives, 
such as III-V’s, may be used in CMOS fabrication (Figure 
1). 
The group objectives are to demonstrate a working concept 
transistor using III-V technology, confirm the record breaking 
current density of 6 mA/µm that theory predicts, and then 
scale the device to sub-22 nm gate lengths. 

Experimental Procedure:
The major focus of this summer research was to achieve self-
aligned source/drain contacts using an electroplating system. 

Self-aligned contacts are important because they decrease 
access resistance and increase the overall speed of the device. 
Using an electroplating system makes this process easier 
because we are able to control where our contacts will grow. 
The electroplating system that we used was called the 
SEMCON 1000 (Figure 2). It consisted of a bath full of gold 
salts, water, and various chemicals, and a drag out cell that 
rinsed our wafers with de-ionized water. There were also 
controls for time, temperature, and current. The tool was 

Figure 1: Model of complete InGaAs transistor. 

Figure 2: SEMCON 1000 electroplating system. 
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a new addition to the clean room, so part of our job was 
to characterize it for future users. Our main focus was to 
determine the rate of deposition for gold, based on variations 
of time and current. 
The wafers that we used to run our tests were 2 inch diameter 
silicon wafers covered with a seed layer of titanium and a seed 
layer of gold. We then patterned the wafers with LOL 2000 
and photo resist AZnLOF5510, and broke them into quarters. 
We attached our wafers to a plastic wafer carrier, and attached 
probes to them. The wafer carrier was then immersed in the 
bath, and a current was applied. The current caused the gold 
ions in the bath to deposit uniformly on the wafer (Figure 3). 
We experimented with a variety of currents and times in order 
to achieve our ideal growth of 100-200 nm. 

Results and Conclusions:
We found that the gold deposition seemed to increase fairly 
linearly with respect to both time and current (Figure 4). We 
ran experiments varying the current between 20 mA and 45 
mA, and varying the time between 1 minute and 4 minutes. 
Our ideal growths occurred at 25 mA or 30 mA for about 2 
minutes. There were some inconsistencies in our results which 
we suspect are due to the chemistry of the bath. 
Although there are still more experiments to be run, we were 
very encouraged by our results. 

Future Work:
The future work for the project will be to build a working 
proof of concept transistor. There are still issues with making 
extremely thins sidewalls and using molecular beam epitaxy 
(MBE) to re-grow InGaAs. Once these issues have been 

Figure 3: Electroplated gold grown between towers of photo resist. 

Figure 4: Results of gold electroplating experiments. 

resolved, self-aligned, electroplated, source/drain contacts 
will be the final step before testing the properties of these 
new metal oxide semiconductor field effect transistors 
(MOSFETs). 
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Abstract:
Nanowires have shown significant potential for future electronic, optical and bio/environmental sensing applications. 
Here we discuss our efforts to integrate semiconductor nanowires with on-chip micro-scale components by 
combining the bottom-up nanowire synthesis with top-down fabricated growth sites. Pairs of electrodes were first 
defined by conventional lithography methods and were used as nanowire growth sites. Gold (Au) nanoparticles 
with diameters of 20 nm were then deposited on the sample to serve as catalysts during the nanowire growth. 
We developed a process to successfully isolate the Au nanoparticles on the sidewalls of the electrodes. Tin oxide 
(SnO2) and silicon (Si) nanowires were then grown on the samples using the vapor-liquid-solid (VLS) method. After 
growth, the samples were examined with scanning electron micrograph (SEM) for evidence of controlled nanowire 
placement. 

Introduction:
Nanowires (NWs) are single-crystals with diameters as small 
as a few nanometers and lengths up to tens of micrometers. 
The small sizes and excellent material properties of NWs have 
led to the demonstration of an array of NW-based electronic, 
optical and bio/environmental sensing devices. Most NWs 
are grown by the vapor-liquid-solid (VLS) method [1] using 
nanoparticles as catalysts. In a typical process, the as-grown, 
haystack-like NWs are processed after growth [2,3], e.g., 
via solution sonication and random dispersion onto target 
wafers, where electrical contacting and/or characterization 
are subsequently performed. However, the locations of the 
nanowires are not controlled in this approach and working 
devices have to be designed manually. Instead of following 
the “bottom-up synthesis first, top-down fabrication next” 
approach, it may be desirable to grow nanowires precisely 
and rationally in predetermined device architectures [4]. 
Direct integration of NW growth into device fabrication will 
markedly simplify the process flow and allow the access of 
individual NWs in a parallel fashion. In this research, we 
attempted to tackle the integration of nanowire electronics by 
the direct growth of semiconducting nanowires from desired 
locations on micro-scale components. This approach can 
potentially eliminate the post-growth processing steps and 
solve the “position registry” problem for nanowire-based 
electronics.

Device Fabrication:
A negative photoresist layer, with a monolayer of HDMS 
serving as adhesive, was applied to a 600 nm oxide substrate, 

followed by the patterning of experimental designs using 
photolithography, and pattern transfer to the oxide layer 
by wet etching, to produce electrode pairs with exposed 
sidewalls. A thin coat of nickel was then evaporated, followed 
by the deposition of gold nanoparticles with diameters of  
20 nm to serve as catalysts during the nanowire growth. The 
nickel layer as well as the photoresist layers were removed 
which isolated the gold nanoparticles on the sidewalls of 
the oxide. SnO2 nanowires were then grown from the gold 
nanoparticles using the well-known VLS method. An array of 
gold dots was also fabricated using electron beam lithography 
to demonstrate that silicon nanowires can be grown from 
controlled locations.

Figure 1: SEM image of two pairs of electrodes 
before the nanowire growth process.
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Results and Conclusion:
Figure 1 shows pairs of micro-scale electrodes from which 
nanowire growth would be initiated. In Figure 2, 20 nm gold 
nanoparticles were successfully isolated along the sidewalls 
of the oxide structures. Since gold serves as a catalyst for 
SnO2 nanowire growth, the isolation of gold nanoparticles 
suggested that localized growth was possible. Indeed, 
localized growth of SnO2 nanowires from the micro-scaled 
electrodes was achieved as shown in Figure 3; however, it 
was very difficult to visibly conclude if nanowires actually 
connected any components because of the large number of 
nanowires that were present. 

In conclusion, the findings of catalysts isolation, localized 
nanowire growth, and controlled growth of Si nanowires 
from pre-defined locations provided strong evidence that 
integrating semiconducting nanowires with on-chip micro-
scale devices can be done with the appropriate conditions.

Future Work:
The growth process for SnO2 and Si nanowires needs to be 
further optimized for experimental conditions. Ideally, one 
nanowire will be grown from and bridge a pair of electrodes. 
This requires further adjusting the catalyst density and 
electrode design. Epitaxial growth from the sidewalls of the 
electrodes is also desired and it requires preferential etching 
of the material to expose the desired surface orientation. 
These improvements would greatly increase the probability 
of integrating bottom-up nanowire growth with top-down 
fabricated micro-scaled devices.
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Figure 2: SEM image of Au nanoparticles isolated 
on the sidewall of an oxide structure.

Figure 3: SEM image of localized growth of 
SnO2 nanowires from the oxide structures.

To unambiguously verify the controlled growth of nanowires, 
we performed another experiment in which Si nanowires 
were grown from gold dots placed in desired locations by 
e-beam lithography. The results are shown in Figure 4 and 
clearly demonstrated the one-to-one correspondence between 
the nanowires and the gold dots, and the controlled growth of 
Si nanowires from pre-defined catalyst sites. 

Figure 4: SEM image of controlled growth of 
Si nanowires from pre-defined Au nanodot sites.
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Abstract: 
Rotary fan technology is an inadequate cooling method of microelectronics and does not meet existing technology 
needs. Electrostatic fluid accelerators (EFAs) have been proven as a promising alternative cooling technology, but 
break down due to electrode degradation. To increase EFA lifetime, longevity tests were conducted in order to 
identify electrode erosion. Conductive inert chemicals were investigated as coating materials to increase electrode 
longevity. 

Introduction: 
Existing thermal management methods for electronics do not 
meet technology needs and remain a major bottleneck in the 
evolution of computing, sensing, and information technology. 
The decreasing size of microelectronics components and the 
increasing thermal output density require a dramatic increase 
of thermal exchange surface. 
In standard cooling technology, heat sinks are used for thermal 
management of microelectronics. As a result of increasing 
component density, heat sinks become denser and the 
channels become narrower. This causes gases to be viscous 
which decreases cooling efficiency. Traditional rotary fan 
technology has reached its limit in size reduction. It requires 
large surface and high speed moving parts causing noise and 
vibrations. 
Electrostatic fluid accelerators offer numerous benefits over 
the heat sink-rotary fan technology. Advantages include no 
moving parts, nearly silent operation and no vibration effects. 
EFAs create laminar airflow with controllable velocities, 
which increases heat transfer performance. EFA technology 
is also not limited by geometry, shape or size. 

Figure 1 shows a schematic diagram of ion stream generating 
from a DC electrohydrodynamic ionic wind pump [1]. This 
mechanism uses a pin-rod geometry with a high tip-curvature 
corona electrode and a low tip-curvature collecting electrode. 
Application of a high electric potential difference between 
the electrodes results in a high intensity electric field in the 
vicinity of the corona electrode tip, ionizing the surrounding air 
molecules. These ionized air molecules, which are propelled 
by the electric field, transfer part of their kinetic energy to 
neutral air molecules via collisions and create airflow called 
corona wind. 
Electrode degradation results in the break down of an 
electrostatic fluid accelerator. Electron collisions with the 
major constituents of gas (O2, N2, H2O) produce relatively 
high densities of reactive species such as O, N, and OH. In 
addition, columbic forces acting on these molecules lead to 
their sedimentation on the electrodes [2]. The material of 
the corona electrode influences ozone generated by corona 
discharge because the material affects the current-voltage 
characteristic in air [3]. Electrodes can become contaminated 
by deposition of products from chemical reactions in the 
corona plasma, deposition of air-borne particles and surface 
oxidation. 

Experimental Procedure:
Microfabricated atomic force microscopy (AFM)-cantilever 
corona electrodes were fabricated from silicon wafers 
using a three-step photolithography procedure: cantilever 
structure patterning, corona tip patterning and corona tip 
shaft patterning. An isotropic reactive ion etching process 
was used for corona tip sharpening and an anisotropic deep 
reactive ion etching process was used for high aspect ration 
tip shaft formation. Figure 2 shows the schematic diagram of 
the EFA configuration for EFA-enhanced forced convection 
cooling. For current-time testing, the microfabricated AFM-Figure 1: Corona wind from EFA operation.
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cantilever corona electrodes were suspended 5 mm over a flat 
collecting electrode in ambient air conditions of 22°C. During 
operation, 5 kV of positive DC voltage was applied to the 
corona electrodes.
Uncoated, titanium-tungsten coated and platinum-coated 
microfabricated AFM-cantilever corona electrodes were 
tested for the investigation. Unsharpened electrodes were 
used for the testing because of ease of experimental analysis. 
Scanning electron microscope (SEM) and energy-dispersive 
x-ray spectroscopy (EDX) were used to image the degradation 
and analyze the electrode erosion.

Results:
Corona current trends for uncoated silicon corona electrodes 
showed a stable current for hour 1. Current peaks resulted 
from streamers in hours 2 and 3. The overall trend decreased 
over time. Pt-coated and TiW-coated electrodes produced 
a constant current for all three hours with no streamers. 
Uncoated corona current trends indicated that the electrode 
surface changed. This effected the electric field distribution, 
which caused streamers resulting in high current peaks. Dust 
attachment, material deposition or oxidation can cause surface 
change. 
Experimental results verified that the electrode erosion was 
caused by oxidation. Materials coating corona electrodes 
demonstrated chemical inertness. Chemical analysis and 
imaging before and after tests showed significant reduction 
in oxidation and electrode corrosion. Titanium-tungsten 
and platinum materials proved to increase corona electrode 
longevity. 

Future work includes further miniaturization of electrostatic 
fluid accelerators for integration into chip structures. Also, 
additional longevity testing will show the EFA break down 
point for Pt-coated and TiW-coated electrodes. 
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Abstract:
Schottky contacts are commonly used in different high frequency, high temperature and high power electronic 
devices. Their electrical characteristics, and performance, critically depend on the nature of the metal/semiconductor 
interface. For a variety of reasons, diodes often contain small (typically 10 to 250 nm) patches of low-barrier height 
regions embedded in a background with a higher barrier height. Depending on the size and density of the patches, 
the diodes can exhibit significant non-ideality. In addition, determining the barrier height and density of the patches 
generally requires complementary materials characterization techniques coupled with modeling of the current-
voltage characteristics. The goal of this project is to engineer inhomogeneous Schottky diodes by intentionally 
introducing low barrier regions to help us gain more insight into how to analyze the data from naturally-occurring 
inhomogeneous diodes. The size and density of these patches is controlled by the nanofabrication process, and we 
intend to correlate the observed electrical characteristics to the physical patch parameters. 

Introduction:
Despite decades of intensive research about the formation of 
Schottky barriers (SBs) at metal-semiconductor interfaces 
(MS), they are still not fully understood [1]. Outstanding 
issues in the formation of SBs include the role of interface 
defect formation, electrode 
interdiffusion, and chemical 
reaction induced inhomogeneity 
at the interface of the metal 
and semiconductor [2]. The 
inhomogeneity is usually made 
up of low-barrier height regions 
embedded in a background with a 
higher barrier height. Depending 
on the size and density of the 
patches, the diodes can exhibit 
significant non-ideality. Therefore 
the goal of this research is to 
introduce low barrier regions 
with sizes ranging from 50 nm 
to 200 nm and various densities. 
The electrical characteristics will 
be compared with the physical 
characteristics to gain a better 
understand of naturally occurring 
inhomogeneous diodes. 

Experimental Procedure:
Our substrate was p-type 
silicon. 60 nm of aluminum 
was evaporated on the back of 

Figure 1, top: 50 nm dot before and after BOE etch.  
Figure 2, bottom: 200 nm dots before and after BOE etch.
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our wafers. The samples were then annealed at 600°C for 
30 seconds to form an ohmic back contact. ZEP520A resist 
was then spun on our samples at 4200 rpm for 45s to form a 
thickness of about 380 nm. Electron beam lithography was then 
performed to pattern the nanodots ranging from 50 nm to 200 
nm, in three different areas. 95 nm of copper was evaporated 
at 2 × 10-7 torr in a vacuum for the low barrier metal. Liftoff 
was performed to define the low barrier regions. The samples 
were then etched in buffered oxide etch (BOE) which was 
made of 10:1 of ammonium fluoride and hydrofluoric acid for 
10s to prepare the semiconductor surface for deposition of the 
higher barrier metal. 
After the surface preparation, Shipley 1827 photoresist was 
spun on our samples at 4000 rpm for 45s. The samples went 
through the photolithography process. Alignment marks were 
utilized to pattern our 50 µm size high barrier regions on top of 
the nano dots. 65 nm titanium was then evaporated at 3 × 10-7 
torr in a vacuum to form the high barrier metal. Liftoff was 
also performed to finish the inhomogeneous diode. Figures 1 
and 2 are the 50 nm dots and the 200 nm dots before and after 
being etch in BOE for about 10s. 

Figure 3: Plot of the homogenous and the inhomogeneous diodes.

Conclusions and Future Work:
Figure 3 is the plot of the homogenous and the inhomogeneous 
diodes. There was an upward shift in the current-voltage 
curve of the inhomogeneous diodes, which yielded a lower 
barrier height. The 0.1 increase of the ideality factor in the 
inhomogeneous diode may be due to the inhomogeneous 
nature of our diodes. Table 1 is the summary of our results. In 
the future, low temperature measurements will be performed 
to observe the double diodes’ behavior of the inhomogeneous 
diodes. 

Table 1: Ideality factor and barrier height extractions.
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Abstract:
A dual channel, four terminal (4T) organic-inorganic hybrid thin film transistor is presented in which each channel 
gates the other. These devices are relatively inexpensive as they function in room temperatures and were fabricated 
using a combination of solution based processes and thermal evaporation. This metal insulator semiconducting 
field effect transistor (MISFET) functions as a chemical vapor sensor. Sensing response to isopropyl alcohol (IPA) 
gas was characterized by capacitance voltage (C-V) measurements and time dependent current measurements. 

Introduction:
Inorganic transistors based on silicon and other inorganic 
semiconductors exhibit high charge carrier mobilities, high 
on-off current ratios, and environmental stability. Organic 
transistors, on the other hand, have attractive properties 
such as low temperature processing, mechanical flexibility, 
and compatibility with plastics [1]. Merging both inorganic 
and organic semiconductors in a dual channel thin film 
transistor combines the favorable characteristics of both types 
of semiconductors. We demonstrate such a device whose 
purpose is to function as a chemical vapor sensor. Organic 
semiconductors are especially known for their excellent 
chemical sensing properties and therefore a hybrid dual 
channel structure best serves our purposes. 
The organic semiconductor functions as a gas sensor exposed 
to the ambient. Analyte delivery causes a decrease in the 
threshold of the organic layer which in turn induces a gating 
effect on the inorganic semiconductor, resulting in a net change 
in the current through the inorganic semiconductor, generating 
a stronger signal compared to the organic semiconductor. 

Experimental Method:
The 4T device (Figure 1) was fabricated on an n-doped silicon 
substrate on which a 150 nm layer of silicon oxide was grown 
in a furnace. The substrate was cleaned using acetone, IPA, 
and deionized water in an ultrasonic bath for five minutes 
each. Next, we spin-coated 0.6 mM zinc chloride and 0.6 mM  
tin chloride in 5 mL of acetonitrile solution at 6000 rpm for 
60 seconds after which post annealing was conducted at 500-
600°C for 1 hour with oxygen exposure to create the zinc 
tin oxide (ZTO) semiconductor. We grew 50 nm layer of 
aluminum using 2 cm × 100 µm inter-digitated shadowmasks 
for bottom electrodes in a thermal evaporator. Next, we spin-
coated D121, a polymer dielectric, at 5000 rpm for 90 seconds 
and annealed it at 140°C for 15 minutes, exposing it to a UV-
ozone clean for 2 minutes. We coated 35 nm of pentacene, the 
organic semiconductor, using a thermal evaporator. Finally, 
we deposited 50 nm of gold electrodes by thermal evaporation 
with the same shadowmasks as before. 
We also fabricated an organic field effect transistor 
(OTFT) control device to study the effects of the organic 
semiconductor. We use an indium tin oxide (ITO) coated glass 
substrate on which we deposit D121 followed by pentacene 
and gold electrodes with the exact specifications as that in the 
4T device. 
Electrical testing was conducted in ambient conditions. For 
analyte measurements, we squirted IPA on a filter paper which 
was loaded on a peristaltic pump and positioned on top of a 
device. 

Results and Discussion:
Both the 4T device and the OTFT yield good transistor 
characteristics in current-voltage measurements, exhibiting 
good gate modulation. In the 4T device, the top layered (Au-

Figure 1: Schematic representation of 4T device.
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Pentacene-D121) p-type field effect transistor (p-FET) has a 
mobility of 10-3 cm2/V·s whereas the bottom layered (Si-SiO2-
ZTO-Al) n-FET reports a mobility of 0.1 cm2/V·s. 
In Figure 2, transient current curves show that the current 
decreases in both the p-FET and n-FET upon analyte delivery 
and increases when analytes are off. Upon analyte delivery, 
the IPA molecules align themselves such that their negative 
poles are trapped in the pentacene. Such trapped charges 
lower the charge carrier (hole) density of pentacene layer, 
thereby reducing the current. Decreasing carrier density in 
the pentacene is mirrored in the ZTO layer due to capacitive 
effects across the polymer dielectric. A decrease in ZTO 
carriers (electrons) causes current to decrease, as observed in 
Figure 2. It is important to note that the transient current in the 
n-FET is greater than the p-FET by a factor of 10, further proof 
of the n-FET’s better amplifying characteristics. As shown in 
Figure 3, C-V measurements of the p-FET show a significant 
drop in capacitance upon analyte delivery which proves that 
there is a decrease in accumulated charges following simple 
Q = C-V relation. 
C-V measurements on the control device (Figure 4) show 
that the capacitance drop due to analyte delivery is much 
smaller than that in the 4T device. The absence of the bottom 
n-FET results in smaller signal. Therefore, the majority of 
the capacitance decrease in the 4T device is actually due to a 
reduction of the ZTO-silicon coupling capacitance across the 
SiO2. Hence it is evident that the role of the top layers in the 
4T device is to modulate the accumulation of charges in the 
ZTO layer which transduces (with amplification) the response 
to the analytes of the top sensing layers. 

Future Work:
In our 4T device, uniform deposition of pentacene over the 
entire chip spanning 50 devices causes spreading effects. 
Pentacene will be patterned between the electrodes of a single 
device using shadowmasks. Analytes other than IPA such as 
ketones and aldehydes will be used and the response will be 
studied. 
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Abstract:
Single-walled carbon nanotubes (SWCNTs) have many applications, including high speed transistor devices (see 
Figure 1). SWCNTs are grown on single-crystal quartz wafers and then transferred onto silicon wafers by a process 
that involves gold evaporation and thermal release tape. When they are grown, there are usually between 4 to 10 
SWCNTs per micrometer on the surface of the quartz wafer. Increasing the number of SWCNTs per micrometer 
increases the electrical performance of transistor devices linearly [1]. In this project, we attempt to perform 
multiple transfers of SWCNTs onto the same wafer in order to increase their density. One of the problems we face 
is that residue from the initial transfer is preventing any additional transfers from succeeding. We approach this 
quandary using two different techniques: applying different adhesives and using various chemical solutions to 
clean any tape residue that may affect the transfer process. We use scanning electron microscopy (SEM) to detect 
any improvement in surface cleanliness and observe the damage, if any, done to the SWCNTs by our process using 
probing equipment to measure I-V characteristics and performance. From our results we were able to show that 
multiple transfers did indeed improve performance even though the multiple transfers were not 100% successful.

Introduction:
Carbon nanotubes are nanostructures that are members of 
the fullerene family. Their diameters vary from 0.5 nm to 
5 nm and the SWCNTs we worked with were between 1 to 
2 nm. SWCNTs can be either metallic or semi-conducting 
depending on its chirality. We grew the SWCNTs using 
chemical vapor deposition (CVD) where we placed iron 
catalyst in lithographically defined stripes approximately  
50 µm apart on a single-crystal quartz wafer [2]. The SWCNTs 
grew from catalyst stripe to catalyst stripe and were well 
aligned. The density of the SWCNTs as grown was between 4 
to 10 SWCNTs/µm. Our target density was between 200 and 
250 SWCNTs/µm.

Experimental Procedure:
Although we were able to grown well-aligned SWCNTs on 
quartz wafers, we needed to transfer them onto silicon wafers 
while maintaining their density and alignment. After we grew 
SWCNTs, we deposited 100 nm of gold, using electron beam 
evaporation, onto the quartz wafer. We applied a thermal 
release tape and peeled off the tape along with the gold and 
SWCNTs. Once we successfully removed the SWCNTs from 
the quartz wafer we applied the thermal release tape on a 
silicon wafer and heated up the wafer at 120ºC at which point 
the thermal release tape fell off, leaving the layer of gold on 
top of the SWCNTs. We removed the gold layer using a dry 

Table 1, top: Table of cleaning techniques we used  
in our attempt to clean off the tape residue.

Table 2, bottom: Table of adhesion promoters we  
used in our attempt to promote the adhesion of gold.

etch with oxygen plasma followed by a wet etch with gold 
etchant [2].
Since our target density was from 200 to 250 SWCNTs, we 
needed to perform multiple transfers to increase the density. 



Electronics	 page 63

E
L

E
C

like to thank the National Nanotechnology Infrastructure 
Network Research Experience for Undergraduates Program, 
National Science Foundation, and Intel Foundation for 
funding.

References:
[1]	 Kang, S.J., et al.; “High-performance electronics using dense, 

perfectly aligned arrays of single-walled carbon nanotubes”; 
Nature Nanotechnology, Vol.2 No.4, 230-236 (2007).

[2]	 Patil, N, et al.; “Integrated Wafer-Scale Growth and Transfer 
of Directional Carbon Nanotubes and Misaligned-Carbon-
Nanotube-Immune Logic Structures”, Proceedings of the 2008 
VLSI Technology Symposium, June17-20 (2008).

[3]	 Shimauchi, H, et al.; “Suppression of Hysteresis in Carbon 
Nanotube Field-Effect Transistors: Effect of Contamination 
Induced by Device Fabrication Process”; Japanese Journal of 
Applied Physics, Vol. 45 No. 6B, 5501-5503 (2006).

Figure 2: We can clearly see that the 2x distribution is shifted towards 
the right while the 1x distribution is shifted towards the left.

Figure 1: The SWCNTs serve as the channel  
between the source and the drain.

When we attempted to perform multiple transfers using our 
standard procedure, the gold and SWCNTs did not adhere to 
the surface of the wafer because the layer of gold would come 
off along with the tape when it was heated. We found out that 
there was a layer of residue, whose properties were unknown, 
on top of the original transfer and that was preventing any 
additional transfers taking place.
We attempted to remove the residue using all of the chemicals 
listed in Table 1 by soaking the wafer with residue in those 
chemicals for different periods of time ranging from 30 
seconds to several hours. None of the chemicals were 
successful in cleaning the residue with the exception of 
Piranha, but Piranha also destroyed the SWCNTs. We tried 
using Aqua Regia as a substitute for our gold etchant, but our 
results were inconclusive. In addition to cleaning, we tried 
using different adhesion promoters as listed in Table 2 to 
promote gold adhesion. All of the adhesion promoters failed 
to create successful multiple transfers and, sometimes they 
performed worse because they did not allow the gold etchant 
to remove the layer of gold thoroughly.
From our results, we concluded that we needed to try a different 
procedure of transfer. We developed a process in which we 
used standard photolithography to cover with photoresist the 
specific areas of the wafer where the transistor channels would 
be. That area was now protected from dry etching where as 
the area with SWCNTs not covered in photoresist was not 
protected. We then used oxygen plasma as a dry etch to etch 
away all of the residue and SWCNTs where we didn’t need 
SWCNTs and then performed a second transfer.

Results and Conclusion:
Our results from this new procedure were successful. The 
removal of residue and SWCNTs in places where we did 
not intend on having transistor channels increased the 
overall clean area of the wafer and thus improved the overall 
adhesion of the second transfer even in those areas where 
we left the residue and SWCNTs. We tested the performance 
of our second transfer by measuring the current density of 
transistors that experienced a second transfer and of those 
who only experienced one transfer (see Figure 2). From 
our results, we were able to show that transistors with two 
transfers performed almost twice as well as those with only 
one transfer. This proves that we increased the density of our 
SWCNTs by a factor of two.
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Abstract:
Low extraction efficiency is one of the major obstacles preventing a more widespread use of light emitting diodes 
(LEDs) for solid-state lighting. Previous efforts to increase LED extraction efficiency through surface texturing 
have proven effective, but they require additional ex situ processing steps after material growth. We have developed 
an inexpensive, simple, and effective method of nanoscale surface texturing for gallium nitride (GaN) LEDs, which 
can be performed in situ, directly after the material growth, using standard tools. We compare ordinary planar 
GaN LEDs to surface textured GaN LEDs, in order to demonstrate the effectiveness of this method. Our devices are 
characterized by photoluminescence and electroluminescence techniques, which include optical intensity vs. current, 
and current vs. voltage characteristics. We aim to improve LED extraction efficiency by at least a factor of two. 

Introduction:
Light emitting diodes (LEDs) are promising semiconductor 
devices for solid state lighting. Due to their high capacity to 
produce photons, they could potentially replace inefficient 
fluorescent and incandescent lighting. However, state-of-
the-art LEDs are far from reaching the required level of 
efficiency. One major obstacle is the low extraction efficiency 
due to total internal reflection. Most of the photons generated 
in the active region are reflected off of the device’s surface 
and cannot escape the device. A typical GaN light emitting 
diode has extraction efficiency as low as 4% [1]. 
Surface texturing has proven to be an effective method of 
increasing LED extraction efficiency. Prior approaches use 
either random photoelectrochemical etching [2] or a patterned 
photonic crystal grid [3]. Both methods require additional ex 
situ processing steps after material growth, costing extra time 
and money. We have developed a new in situ technique of 
surface texturing that can be integrated with the material growth 
and requires no additional ex situ processing. Therefore, it can 
be a much more practical option for implementation in the 
LED industry. 

Experimental Procedure:
Our goal was to compare planar LEDs to surface textured  
LEDs, in order to demonstrate the effectiveness of our new 
method of surface texturing. Our GaN devices were grown 
by metal-organic chemical vapor deposition (MOCVD). 
Immediately following the material growth, we exposed 
the sample surface with silane, while maintaining an 
ammonia over-pressure, which prevented the unintentional 
decomposition of GaN from the surface. This in situ silane 
treatment (ISST) roughened the LED surface, producing 
random nanoscale textured features (Figure 1). It took 

Figure 1: SEM image of the ISST surface (300 sec).  
Notice that most of the features are smaller than 100 nm.

Figure 2: Cross-sectional view of our processed LED.
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Results:
One of the issues that our project addressed is the difficulty of 
placing an electrical contact on a textured surface. The ISST  
surface was suitable for placement of the p-transparent electrode 
because the textured features are very small (< 100 nm wide 
and < 10 nm tall). We demonstrated electroluminescence in 
our ISST sample (Figure 3), which indicated that there was 
electrical contact between the p-electrode and the textured 
surface. However, the contact has not been optimized, so we 
were unable to make a direct comparison between the planar 
and ISST samples at this point. 
The current vs. voltage and optical intensity vs. current 
characteristics of our devices (Figure 4) illustrated the 
problems with the p-electrode. The ISST sample had a higher 
turn-on voltage than the planar sample. Therefore, the ISST 
sample had a higher resistance, probably due to un-optimized 

contact between the p-electrode and the textured surface. The 
L-I curve for the ISST sample was much steeper than for the 
planar sample, which also indicated poor electrical contact. 

Conclusion:
We have developed GaN LEDs, using our ISST method to 
produce nanoscale surface textures. This method is simple 
and cost effective, and could easily be implemented in the 
LED industry. Photoluminescence characterization showed 
an improvement in extraction efficiency by a factor of two 
compared to planar devices. We fabricated electrical devices, 
and demonstrated electroluminescence in ISST samples. 
However, p-contact resistance still needs to be optimized 
before we can compare ISST devices to planar devices. 
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Figure 3: Electroluminescence emission spectrum for ISST.

Figure 4: L-I and V-I for:  
a) planar LED; b) ISST LED.

less than ten minutes to perform, required only standard 
tools and no ex situ processing. The photoluminescence 
characterization of our samples revealed that ISST increased 
the photoluminescence (PL) intensity by a factor of two. Such 
promising results provided sufficient motivation for us to 
begin processing the samples to produce electrical devices. 
The processing of the electrical LEDs with ISST induced 
surface-textures is as follows. We first deposited the 
p-transparent electrode (Figure 2), made of Ni and Au, using 
photolithography and thin film evaporation. The p-transparent 
electrode was only 10 nm thick, thin enough to allow light 
to pass through. Then, we used rapid thermal annealing to 
enhance the contact between the p-transparent electrode and 
the LED surface. Next, we used reactive ion etching to etch 
550 nm down to the n-type GaN, creating a mesa. This allowed 
us to place a Ti/Au n-contact on the n-type GaN. Finally, we 
deposited a gold p-contact on the p-transparent electrode. We 
tested our devices using a pulsed current source. The pulsed 
current was used to avoid the excessive heating of the device, 
allowing us to inject higher currents into the device without 
active cooling. 
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Abstract:
In this work, we have investigated the influence of post-growth annealing on the electronic properties of gallium 
arsenide nitride (GaAsN) alloys films. Following annealing, substantial improvements in the electron mobility and 
free carrier concentration were observed. Temperature dependent Hall measurements reveal a thermally activated 
increase in free carrier concentration for temperatures higher than 150K, presumably due to N-related deep-
level defects within the GaAsN bandgap. Post-growth annealing leads to a temperature-independent free carrier 
concentration, suggesting that annealing reduced the concentration of these N-related deep-level defects.

Introduction:

Indium gallium arsenide nitride ((In)GaAsN) alloys with a 
few percent nitrogen have potential applications in infrared 
laser diodes, high efficiency solar cells, and other electronic 
devices [1-4]. However, as-grown films often exhibit 
photoluminescence (PL) efficiencies and electron mobilities 
substantially lower than those of (In)GaAs [5]. Although 
post-growth annealing has been extensively used to improve 
the PL efficiency of (In)GaAsN [4], the mechanisms for this 
improvement are not well understood, and the influence of 
annealing on the electronic properties remains unknown. In 
this work, we have investigated the influence of annealing 
on the electronic properties of bulk GaAsN films. We find 
that annealing substantially improves the transport properties 
of GaAsN, presumably by reducing the concentration of 
N-related deep-level defects.

Methods/Materials:
GaAs1-xNx films, with N composition up to x = 0.019, were 
grown by plasma-assisted molecular beam epitaxy, using 
Ga, As2 and an N2 radio frequency (rf) plasma source. For 
all films, n-type doping was achieved using a GaTe source 
for Te. Post growth annealing was performed from 650 to 
800°C for 60s in a N2 ambient, with a GaAs proximity cap to 
prevent As out-diffusion. To determine the electron mobility 
and free carrier concentration, transport measurements were 
implemented in both Van der Pauw and Hallbar geometries. 
Variable temperature resistivity and Hall measurements were 
performed from 50K to room temperature (300K). 

Results and Discussion:
Figure 1 (a) and (b) show the free carrier density, [n], and 
electron mobility, µ, as a function of annealing temperature, 

Figure 1: Electron mobility (a) and free carrier concentration;  
(b) for GaAs(N):Te films as a function of annealing temperature. 
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for GaAsN films in comparison with GaAs control films, 
doped with the same target Te doping concentration. For 
GaAs:Te, insignificant variations in [n] or µ with annealing 
temperature were observed. However, for GaAsN:Te films, 
we observed a remarkable increase in both [n] and µ as the 
annealing temperature is increased.
Figure 2 shows the log of the carrier density vs. reciprocal 
temperature for an as-grown bulk GaAs:Te films, in comp-
arison with GaAsN:Te films annealed at various temperatures. 
For GaAs:Te, [n] is temperature-independent in the explored 
temperature range, 50 to 300K, typical of degenerate III-V 
semiconductors [6]. However, for the as-grown GaAsN:Te 
films, [n] decreases exponentially as the temperature decreases 
down to 150K, indicating the presence of thermally activated 
deep donor levels within the GaAsN bandgap, presumably 
N-related deep-level defects. The saturation of [n] at low 
temperature (T < 150K) is attributed to shallow donors such 
as Te donors. As the annealing temperature increases, the 
saturation value of [n] increases. Finally, for 780°C annealed 
GaAsN:Te films, the carrier concentration is temperature 
independent. 
To extract the activation energy of the N-related deep donor 
level, EN, we use an expression for semiconductors with two 
distinct donor levels [6],

increases. For all annealing temperatures, the activation 
energy of the deep-level trapping centers, EN, is 57 meV, 
which is much greater than the activation energy of hydrogen-
like shallow donor levels in GaAs, which are typically 5-6 
meV. Thus, the deep donors act as carrier trapping/scattering 
centers, leading to the low [n] and µ in the as-grown GaAsN:Te 
films. After annealing, as shown in Figure 1, [n] and µ are 
substantially increased, suggesting that the annealing-induced 
improvement in electronic properties of GaAsN is due to the 
removal the N-related deep-level defects.

Summary and Conclusions:
In summary, we have studied the effect of rapid thermal 
annealing on the electronic properties of GaAsN films. For 
the as-grown films, the free carrier concentration increases 
exponentially with increasing measurement temperature up 
to room temperature, suggesting the presence of N-related 
deep-level defects within the GaAsN bandgap. An analysis 
of temperature-dependent Hall and resistivity measurements 
reveals a 57 meV activation energy for the N-related 
deep-level defects. For the annealed films, the free carrier 
concentration and electron mobility are substantially improved 
with increasing annealing temperature, which is presumably 
related to the removal of the N-induced deep level trapping 
centers.
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Figure 2: Free carrier concentration as a function of measurement 
temperature for as-grown GaAs:Te and GaAsN:Te films annealed at 
different temperatures.

where kB is Boltzmann constant, n is the apparent carrier 
concentration, and ns is the saturated shallow donor 
concentration. As shown in Figure 2, ns increases with 
annealing temperature, suggesting that the deep-level defect 
concentration is reduced as the annealing temperature 
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Abstract:
Surface chemical templates were created by microcontact printing 3-aminopropyltrimethoxysilane (APTMS) using 
a composite poly(dimethylsiloxane) (PDMS) stamp. The composite PDMS stamp with a hard PDMS patterned layer 
and a softer backing layer was required to produce line feature widths of 208 nm or 139 nm. The amino functional 
groups on APTMS were quaternized with iodomethane to give patterned positive charges on the surface, which 
could then be used in layer-by-layer (LbL) assembly. LbL assembly was used to create nanometer-sized conducting 
polymeric wires by the sequential electrostatic deposition of poly(styrene sulfonic acid) (PSS) and poly(aniline) 
(PANI) onto the quaternized patterns. The geometry of the patterns and wires were characterized with atomic 
force microscopy. Conductivity measurements were made on the wires, parallel and perpendicular to their long 
axis, after each successive layer of LbL. 

Introduction:

Microcontact printing is a nanofabrication technique that 
uses a patterned polymer stamp upon which a chemical ink 
is deposited. Placing the inked stamp in contact with a flat 
substrate, such as a silicon wafer, creates a functional pattern 
that is determined by the initial polymer stamp dimensions. 
Layer-by-layer (LbL) assembly is the process of self-
assembly to create multilayer films. LbL employs electrostatic 
interactions between polyelectrolytes of alternating charge to 
build up structures one layer at a time. Using this technique, 
characteristics such as total assembly thickness can be 
easily tailored. Additionally, polyelectrolytes with different 
properties, such as electrical conductivity, can be used to 
impart functionality to the layered assemblies.

Experimental:
Silicon diffraction gratings with periods of 416 and 278 nm 
were used as master templates for creating the h-PDMS 
composite stamp. The h-PDMS was spun cast on the 
templates, and Sylgard 184 PDMS solution was placed on top. 
Once both PDMS layers were cured for one hour at 70ºC, the 
stamps were peeled from the substrate, rinsed with ethanol, 
and dried to remove any debris. Silicon wafers were cleaned 
and exposed to oxygen plasma for ten minutes, with four 
minutes additional exposure of the cleaned stamps to increase 
their hydrophilicity. The stamps were inked for 30 seconds 
with 5% APTMS in a 95:5 ethanol-water solution and were 
then blown dry. The patterns were immediately printed onto 
the silicon wafers by placing the stamp on the wafer, waiting 
30 seconds, then removing the stamp.

The APTMS functional wafer was quaternized in a 1 M 
solution of iodomethane, which converted the primary amines 
to quaternary ammonium groups. The quaternized print was 
immersed for 30 seconds in a 5 mM solution of poly(styrene 
sulfonate) (PSS) in water, which was acidified with two drops 
of H2SO4. The pattern was then rinsed in deionized water for 
30 seconds to remove any debris, and dried. The print was 
then immersed in a 5 mM solution of poly(aniline) (PANI) in 
formic acid for 30 seconds, then immersed in formic acid for 
one second to remove any excess PANI. The print was rinsed 
in deionized water and dried. One layer of PSS and one layer 
of PANI constituted one layer pair.

Figure 1: AFM of microcontact printing template, printed
APTMS pattern, and one, two and five layer pair samples.
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Conductivity was measured across the surface of the prints, 
both parallel to and perpendicular to the nanowires using a 
DC probe station. The tungsten probe tips were set directly 
on the surface of the pattern approximately 4 mm apart to 
measure DC current. A sweeping potential of -3 to 3 V was 
applied.

Results and Discussion:
Figure 1 shows atomic force microscope (AFM) images of 
416 nm period prints with deposition of different numbers 
of layer pairs. Increasing line thickness, as evidenced by the 
bright features, was observed with increasing layer pairs. The 
AFM images confirmed that polymer deposition was only 
occurring on the patterned APTMS, not on the bare silicon 
substrate. The increasing thickness of the lines indicates that 
deposition did occur on the quaternized patterns and not on 
the unpatterned substrate.

baseline measurement. A built-in algorithm in the ellipsometer 
software was used to determine the refractive index, which 
was calculated from a two-angle measurement. A similar trend 
was observed for both cases. We found that the thickness of 
the sample increased as more LbL layer pairs were applied, 
and that this increase ranged from 2-5 nm. 

Conclusions and Future Work:
Patterning of an amino functionalized silane was observed 
on small length scales, and LbL was successful for creating 
nanowires of conducting polymer. The conductivity increased 
with increasing LbL pairs, and the conductivity was greater 
parallel to the nanowires rather than perpendicular. These 
experiments demonstrated that asymmetric conducting 
structures can be formed in this manner. However, refinements 
to the printing process are needed to increase its robustness 
in varying relative humidity conditions and improve large-
area patterning on the order of the size of an entire wafer. 
Future work will include using gold electrodes and measuring 
conductivity of the samples in 2-point and 4-point mode to 
gain a better understanding of the conductivity properties of 
the samples.
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Figure 2: Current-Voltage curves parallel and 
perpendicular to two and five layer pair features

Figure 2 shows conductivity for 416 nm period prints with 
varying LbL layer pairs both parallel and perpendicular 
to the features. It was observed that the conductivity was 
greater when measured parallel to the nanowires as opposed 
to perpendicular, and that the conductivity increased with 
increasing layer pairs. The conductivity is greater across the 
five LBL layer pair sample than across the two LBL layer pair 
sample.
Ellipsometry was conducted in order to determine the 
thickness of the deposited polymer layers. Figure 3 illustrates 
the thickness of each adsorbed layer on an unpatterned 
sample. The exact refractive index was not known for the 
layers of polymer, so a value of 2.22 was selected to use as a 

Figure 3: Thickness of layer pair
deposition determined by ellipsometry.
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Abstract: 
Hybrid molecular orbitals with specific bonding directions provide a useful model to correlate bonding of atomic 
building blocks with molecular structure. The concept of directional bonding can, in principle, be translated to 
larger, shaped nanoparticles when these are assembled into extended arrays. Directional interactions established 
by chemically controlled reactive sites may promote the association of particles similar to sigma bonding of 
atoms in molecules. We synthesized particles that model the trigonal planar shape of sp2 hybrid orbitals by a 
two-dimensional template methodology. A two-dimensional silica film was fabricated on a substrate coated with 
physically and chemically adhered polymer spheres. Removal of the spheres resulted in pores of uniform size and 
shape in the film. The optimized conditions for polymer sphere deposition to promote an ordered sphere array 
and creating a film on the substrate were determined. The porous silica film was removed from the substrate and 
separated into smaller structures through a series of etching and mechanical stress techniques. 

Introduction: 

Atoms are viewed as the building blocks of a molecular 
structure. The molecular packing geometry is dictated by 
the particular bonding directionality of hybrid orbitals of the 
atoms involved. A larger-scale model of nature’s concept of 
directional bonding can be accomplished by shaping nano-
scale particles to the same geometries as hybrid molecular 
orbitals and organizing these particles into ordered assemblies. 
The shaped nanoparticles have the unique ability to act as 
anisotropic building blocks for complex structures [1]. For 
example, directional interactions established by chemically 
controlled reactive sites on each particle would promote an 
association of particles similar to sigma bonding of atoms in 
molecules. 
A two-dimensional template methodology was proposed 
for the synthesis of uniform particles shaped to model the 
trigonal planar shape of sp2 hybrid orbitals. The proposed 
process involved: creating a polymer sphere template on a 
silicon wafer substrate, forming a thin film of biologically-
compatible silica on the templated substrate, removing the 
spheres and substrate from the film, separating the film into 
individual nanoparticles, and functionalizing particle surfaces. 
This proposed triangular nanoparticle synthesis procedure 
was optimized. 

Experimental Optimization and Results: 
Prior to being used, the surface of the silicon wafer was 
functionalized with hydroxyl groups for favorable sphere 
dispersion. Spin-coating of a polystyrene (PS) sphere 
dispersion in a 1:1 mixture of ethanol and ethylene glycol 
onto a silicon wafer followed by O2 reactive-ion etching (RIE) 

created a regular, non-close packed sphere array (Figure 1). 
To avoid aggregation and irregularity of the sphere packing, 
the spheres had to be well dispersed in solution prior to 
deposition. The O2 etching decreased the size of each sphere, 
increasing the area between the spheres in the array. 
Immediately after etching, the spheres had to be further 
adhered on the substrate in order to keep them in place in the 
array. Annealing the substrate at 115ºC converted the spheres 
to a dome-like shape with improved adhesion. Untreated 
spheres were only weakly bonded to the substrate, allowing 
the spheres to float to the surface of the silica film resulting 
in a cratered-surfaced film rather than fully penetrated pores. 

Figure 1: A top-view SEM image of ordered spheres on a substrate.
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The strength of the sphere array before and after annealing was 
evaluated and diffuse UV-Vis spectral data showed significant 
improvement of adhesion after annealing. 
The substrate surface was coated with dichloromethyl-
vinylsilane through a chemical vapor deposition (CVD) 
method. Then, a silica precursor of tetraethyl orthosilicate, 
hydrochloric acid, and water was spin-coated onto the sphere 
template in a vented vessel. The surface modification was 
imperative for uniform film thickness and correct pore shape. 
Without CVD, the resulting film had curved pore walls and 
the film thickness was greater around the pores, but with 
the modification, the pores had vertical walls of consistent 
thickness. Adjusting the solvent evaporation rate allowed for 
fabrication of films with different uniform thicknesses. 
Complete removal of the PS template from the film and 
substrate was achieved by dissolution of PS in dichloromethane 
and an O2 RIE process. The nanopore film on the substrate 
was viewed via high-resolution scanning electron microscopy 
(SEM) (Figure 2). To detach the intact silica film from the 
silicon substrate, a combined dry etching (SF6) and wet 
etching (tetramethyl ammonium hydroxide) process was 
developed. Figure 3 shows an SEM image of film retrieved 
after being removed from the substrate. The freestanding film 
was collected in toluene and broken up by sonication into 
triangular nanoparticles (Figure 4). 

Conclusions and Future Possibilities: 
The process for synthesizing a two-dimensionally ordered 
nanoporous thin film was optimized. A freestanding 
membrane was formed using a fast, inexpensive, and 
parameter-controlled approach. This structure could have 
future possible applications as a mask for patterned surfaces, 
soft-lithography, photonics, photovoltaics, separations, and 
bioprocess simulation. 
Small-tripodal particles were produced by this optimized 
technique. The surfaces of these sp2-shaped nanoparticles can 
be functionalized for many purposes. Most predominately, 
these functionalized particles could be used as building blocks 
for nanostructure self-assembly and other multifunctional 
assemblies. Other possible applications of these nanoparticles 
include: surface patterning, liquid crystals, and bio-targeted 
drug delivery. These synthetic approaches could be translated 
to other materials, increasing the potential uses of these 
anisotropic nanoparticles. 
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Figure 2: SEM images of porous silica films on a substrate. 

Figure 3: SEM image of freestanding film collected from solution.

Figure 4: TEM images of final triangular nanoparticles.
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Abstract:
The focus of this project was the characterization and growth of 3C-silicon carbide (b-SiC) nanowires using the 
vapor-liquid-solid method. Chemical vapor deposition (CVD) occurred at temperatures ranging from 1050ºC to 
1100ºC using silane and propane as precursor gases. Experimentation with various surface preparations, including 
metal catalysts such as nickel (Ni) and aluminum (Al) deposited by electron beam evaporation on silicon and 
silicon dioxide (SiO2) coated silicon substrates, were found to be the most effective in aiding SiC nanowires growth. 
Nanowires with lengths up to 50 µm and with diameters of 50-100 nm were achieved. The SiC nanowire growth 
parameters are compared to that of Si. The nanowires grown were further characterized using scanning electron 
microscope (SEM) and electron dispersion spectroscopy (EDS).

Introduction:
Silicon carbide has many advantages over other semi-
conducting materials. Some of these advantages include its 
wide bandgap energy, high thermal conductivity, high electric 
field breakdown strength, and its high mechanical strength 
[1]. These properties make SiC highly desirable over many 
other materials for semiconducting nanowires for the next 
generation of electronics. SiC nanowires also have the ability 
to withstand high temperature and harsh environments.

Experimental Procedure:
To optimize the growth, different parameters were tested using 
data from previous literature and the theory on the vapor-
liquid-solid process for nanowire growth as a guideline [1,2]. 
Low resistivity Si(100) substrates, cut in 1 cm × 1 cm sizes, 
were cleaned using detergent, trichloroethylene, acetone, and 
methanol. Different metal catalysts and surface treatments 
were performed on the samples. Gold (Au) particles of 50 nm 
in diameter were deposited on one set of samples using poly-
l-lysine as an adhesive. A second and third set had Al and Ni 
deposited respectively, with varying thicknesses by electron 
beam evaporation. An undulated surface was created on a 
final set of samples by removing the manufacturer's polish 
with an abrasive pad. With each set of growths, an untreated 
Si sample was used as a control. The horizontal CVD growth 
system employed for this work was a cold wall reactor with 
a maximum growth temperature over 1500ºC.  Both time and 
temperature were variables in the reaction, with all reactions 
being performed at a pressure of 200 torr.
Silane (SiH4) and propane (C3H8) were the precursor gases in 
the reaction and hydrogen (H2) was the carrier gas. Hydrogen 
also served to create a reducing growth environment and a 
laminar flow within the reaction chamber. For comparison, Si 

Figure 1, top: SEM image of SiC nanowires with 100_ Ni catalyst.

Figure 2, bottom: SEM of SiC nanowires with 100_ Al catalyst.
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Overall, the research has supported the vapor-liquid-solid 
process of growth for SiC nanowire and optimized the growth 
of both SiC and Si nanowires. In theory, the nanowires grown 
should be b-SiC, having 3-C crystalline structure due to the 
growth conditions. 

Future Work:
Further work with tunneling electron microscopy (TEM) 
of the nanowires will be necessary to characterize the 
crystal structure, stacking faults, and other properties of the 
nanowires. Further characterization of the growth parameters 
may also be beneficial. Instead of the heterogeneous growth 
of SiC on various substrates, SiC nanowire growth on SiC 
substrates or SiC epilayers may produce better results.
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nanowires were grown using similar wafers and catalysts, with 
silane as the single precursor gas. In addition to the Si(100) 
substrates, different substrates such as Si(111), Si(110), Si 
with 2 µm SiO2 were also tested for growth.

Results and Conclusion:
The growth of b-SiC nanowires was successfully achieved 
using the CVD system. Although different parameters 
produced varying results, the optimum growth condition 
was found at temperatures between 1100-1150°C. This 
temperature was substantially higher than the 750-800°C for 
Si nanowires. This was due to the higher energy needed for 
the formation of SiC crystal structures in comparison with Si 
structures. For both sets of growths, the optimal growth time 
was around 60 minutes. In support of earlier literature, the 
length of the nanowires seemed to be dependent on the time 
of growth up to a certain threshold point, and temperature was 
the main factor in determining this point. The most effective 
catalysts for SiC growth were the evaporated layers of 100Å 
of Ni and 100Å of Al. These two catalysts produced differing 
results in terms of structural appearance of the nanowires as 
seen through scanning electron microscopy (SEM) images in 
Figure 1 and Figure 2.
The nanowires were confirmed using electron dispersion 
spectroscopy (EDS) to be a compound of Si and carbon (C), 
see Figure 3. As predicted by the vapor-liquid-solid theory of 
nanowire growth, a small trace of the catalyst remained on 
the tip of the nanowires throughout the reaction. These metal 
traces were also confirmed by EDS.
On average, the SiC nanowires grown were about 50-200 nm 
in diameter and about 40-80 µm in length. In comparison, 
the Si nanowires had diameters of around 30-50 nm and 
lengths between 100-150 µm. It is interesting to note that 
Si nanowires grew best on the undulated surface for Si(100) 
samples, Figure 4, and moderately well on samples with  
50 nm particles of Au, which seems to suggest that a catalyst 
is not necessary for Si nanowire growth.

Figure 4: SEM image of Si nanowires on undulated Si.

Figure 3: EDS plot of SiC nanowires on Si with Ni catalyst.
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Abstract:
Thin film solid oxide fuel cells (SOFC) offer unique advantages for diverse applications because of their high 
efficiency and small size. Thin film SOFCs can operate at much lower temperatures than common large-scale 
SOFCs. Planar thin film SOFCs ranging from 102 to 1.2 x 105 µm2 in area were fabricated using conventional 
microelectromechanical systems (MEMS)-based photolithographic, etching and deposition techniques. Radio 
frequency (RF) sputtering was utilized to deposit 150-300 nm of yttria-stabilized zirconia (YSZ) to form the 
electrolyte membrane. The YSZ was then annealed to improve crystallinity. Layers of 6 nm porous platinum 
(Pt) were deposited as catalyst on both sides of the YSZ membranes to form the anode and cathode electrodes. 
The array of these small devices will ultimately allow for the investigation of new electrolyte materials using a 
combinatorial approach. 

Introduction:

In recent years, fuel cells have been investigated for clean, 
portable energy production. Of the different types of fuel cells, 
the solid oxide fuel cells (SOFC) is among the most common. 
Normal large-scale SOFC require high temperatures, above 
700°C, to be functional. This is caused by the high ionic 
transfer resistivity in the oxide membrane which necessitates 
large amounts of kinetic energy in order for trans-membrane 
oxide movement to occur. Recent research has focused 
on lowering the operating temperature of SOFC; thus 
far researchers have been able to fabricate working low-
temperature SOFC (300°C-500°C). To overcome the ionic 
transfer resistivity in low-temperature SOFC, the thickness of 
the oxide membrane has been reduced down to the nanoscale; 
this reduction in the oxide path from cathode to anode reduces 
the overall resistivity of the cell. This device with a nanoscale 
membrane is called a low-temperature Thin Film SOFC. 

Procedure:
The fabrication process requires a double side polished silicon 
wafer. 500 nm of low stress silicon nitride (Si3N4) was deposited 
on each side of the wafer by low pressure chemical vapor 
deposition. Photoresist was spun, exposed and developed on 
one side of the wafer. The exposed silicon nitride on this side 
of the wafer was reactively ion etched (RIE) to form a robust 
mask for the potassium hydroxide (KOH) wet etch later in the 
fabrication process. After the RIE, the remaining photoresist 
was removed. On the unpatterned side of the wafer 150-300 
nm of YSZ (Y0.1Z0.9O2-d) was RF-sputtered and annealed at 
600°C to form the oxide electrolyte membrane. 
On the YSZ side of the wafer, the previously delineated 
photolithographic techniques were employed with identical 

photoresist. 6 nm of porous Pt was then evaporated onto the 
YSZ side to function as the cathode catalyst. A platinum metal 
lift-off was subsequently performed to expose the Pt pads over 
the YSZ. A KOH wet etch test showed that the KOH slowly 
etches the YSZ; therefore, a protective layer of ProTEK B1-
18 was coated on the YSZ. A 105°C 50% KOH solution was 
used to wet etch the exposed Si, on the patterned Si3N4 side 
of the wafer, all the way through the wafer. Upon termination 
of the KOH wet etch a transparent membrane ProTEK™-Pt-
YSZ-silicon nitride is observed, after which the ProTEK™ 
was removed. Removing the Si3N4 makes the membrane very 
delicate, so the wafer was first cleaved into single die. RIE 
was used to remove Si3N4 on the membranes, leaving the 
desired Pt-YSZ membranes. In the last step of the fabrication 
process, 6 nm of evaporated porous Pt was deposited as the 
anode catalyst, on the KOH side of the die. 

Figure 1: SOFC’s YSZ membrane and porous Pt scheme.
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Accomplishments:
The evaporated Pt films on anode and cathode must be 
porous to form a “triple boundary” interface between the 
YSZ, the Pt and the gases. This interface allows the reactants, 
intermediates, and products to permeate the YSZ surface to 
complete the reaction. The Pt film porosity as result of the Pt 
thickness film was determined by bulk and sheet resistivity 
measurements. These measurements allowed us to infer that a 
Pt film nominally 6 nm thick is porous, therefore this thickness 
was chosen for all the Pt layers in our thin film SOFCs. 
We developed a reliable recipe for fabrication procedure for 
102 to 3.2 × 105 µm2 membranes of the novel material YSZ. 
Membranes up to 1.2 × 105 µm2 survived all the fabrication 
processes. At this point only the smaller membranes (up to 1 × 
104 µm2) successfully survived temperatures up to 500°C. 

Future Plans:
The next step of the project will be electrical characterization 
of the thin film SOFCs. I-V curves and power curves will be 
constructed to determine the maximum power output of the 
cell. Once the fabrication process has been standardized, and 
functional thin film SOFC can be fabricated routinely, the 
focus of the research will change to find new catalysts and 
oxide electrolytes to enhance performance. 
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Figure 2: Bulk resistivity vs thickness. Four point resistivity 
measurements, on different Pt thickness. Interpretation: Region 1; 
isolated Pt, Region 2; porous Pt, and Region 3; continuous Pt. Pt 
samples evaporated in two systems located in the CNF and Bard 
Hall, at Cornell University.

Figure 3: SEM of 1 x 104 µm2 YSZ membrane and Pt pad.

Figure 4: Optical micrograph of 4 x 104 µm2  
YSZ membrane and Pt pad.
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Abstract:
The mobility of molecules when highly confined in nanometer-sized regions is a topic of significant interest in 
emerging areas of nanoscience. These include creating heterojunction solar cells by filling nanoporous media with 
organic molecules, to the operation of molecular sieves, the diffusion of process environments into nanoporous films 
in device technologies, and the separation and sensing of biomolecules. The diffusivity of nano-confined molecules 
has been characterized dominantly using nuclear magnetic resonance (NMR) and small-angle neutron scattering 
(SANS) techniques. However, the usage of these techniques has been limited by their complex implementation and 
data analysis. We present a novel technique to characterize the diffusivity with straightforward optical measurements 
of the motion of the liquid diffusion front in a nanoporous thin film glass. Using this technique, the diffusion of 
alkanes under nanoconfinement was tested at varied temperatures and the scaling in terms of molecular weight 
is similar. Increasing molecular weight resulted in decreasing diffusivity. Also increasing temperature resulted in 
increased diffusivity. 

Introduction:
The mobility of molecules in the highly confined interconnected 
nanoporous regions presents interesting fundamental and 
technological questions. Nanoporous films are being actively 
developed for use as size-selective molecular nanofilters, 
biosensors, biological scaffolds, optical waveguides, and 
ultra-low dielectric constant layers in electronic devices [1-
4]. The pores in nanoporous materials containing more than  
~ 20 vol.% porosity are nearly always interconnected and 
the films are frequently exposed to molecular species in 
process or service environments. The fixed pathways in the 
interconnected nanoporous films provide ideal nanoscale 
environments to explore mobility of confined molecules and 
the results have implications for a number of technologies 
where nanoporous materials are in contact with molecules. 
We show that alkane behavior in nanoporous glass is very 
different than in bulk alkane fluid. 

Experimental Details:
A 200 nm transparent layer of silicon nitride was deposited 
on top of methyl silsesquioxane (MSSQ) glass film (average 
pore size: 2.1 nm) using plasma enhanced vapor deposition 
(PECVD). Samples of with approximate dimensions 10 × 10 
mm were cleaved and affixed on aluminum sample mounts 
using adhesive dots. Next, approximately 18 ml of alkane was 
poured into a Petri® dish and the dish was placed onto a hot 
plate and warmed for approximately 30 minutes and then the 
temperature was measured using a glass thermometer. Now 
ready to begin the experiment, simultaneously a sample was 
immersed in the alkane and a timer was started. In the capped 

Figure 1: Diffusion front in silicon nitride capped MSSQ film.

MSSQ film, a one-dimensional diffusion front could be 
measured. As the fluid penetrated into the film, the refractive 
index of the film changed and left a visible trail as can be seen 
in Figure 1. The hot plate was moved underneath an optical 
microscope with a CCD camera and onto a height adjustable 
platform. The height was adjusted to bring the image into 
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focus and pictures were taken at roughly even intervals throughout the 
duration of the test. 

Results and Conclusions:
Previous work suggested that the diffusivity through the glass film would 
follow a square root time dependence. As you can see below the plots were 
quite linear when graphed in this manner and therefore were consistent with 
Fick’s First Law: x = √Dt, where D is the diffusivity and x is the diffusion 
distance. In the diffusivity vs. square root time plots as in Figure 2, the 
diffusivity is the valued slope of the best fit line through the plot squared. 
In comparing the diffusivities of the same alkanes at different temperatures, 
we found that the diffusivity increased as temperature increased. We also 
observed a scaled dependency of the alkanes as a function of molecular 
weight where D~M-a. 
In our results, this dependency increased as function of temperature as can 
be seen in Figure 3. Consequently, we found that the diffusivity dependence 
on molecular weight changed differently with temperature in bulk fluid than 
in nanoconfinement. In the bulk it has been observed that the molecular 
weight dependence decreases as a function of temperature. Also diffusion 
coefficients are lower in nanoconfinenment than in bulk fluid as can be seen 
in Figure 3 and Figure 4. 
Overall our technique allowed for the diffusion coefficient to be easily 
calculated using optical microscope measurements so that diffusion trends 
could be investigated. In addition, Fickian diffusion was observed in the 
MSSQ film. Moreover, diffusivity scales similarly with molecular weight 
in both bulk fluid and nanoconfinement. However, the diffusivity under 
the nanoconfinement decreased by factor of 5 compared to that in the bulk. 
Lastly, as temperature increases, diffusivity depends more on molecular 
weight in nanoconfinement, and less on molecular weight in bulk fluid. 
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Figure 2: Fickian plot of the diffusivity of 
alkanes at room temperature (22.0 ± 1°C).

Figure 4: Power law plot of the diffusion coefficient as 
a function of molecular weight in bulk fluid at varied 
temperatures [5]. The bottommost line has a = 2.72 at 
30°C, and the topmost line has a =1 .85 at 170°C.

Figure 3: Power law plot of the diffusion coefficient 
as a function of molecular weight in MSSQ at varied 
temperatures.
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Abstract:
In this work, we studied silicon migration rates as a function of ambient temperature and pressure. We etched 
periodic trenches in crystalline silicon with a width of 400 nm and a separation of 500 nm, and then examined the 
effect of annealing them in various hydrogen ambient conditions. Anneals were performed at pressures between 20 
and 80 Torr and temperature values of 1050°C and 1100°C. We then measured the change in the surface topology 
by imaging cross sections under an scanning electron microscope (SEM). The resulting change was then compared 
to a dimensionless transient simulation of the phenomenon to characterize the magnitude coefficient. Experimental 
values for the magnitude coefficient can be calculated with the model and the dependence of this coefficient upon 
pressure and temperature can then be determined. This work will bring the micro and nanotechnology community 
closer to building an accurate quantitative model for silicon migration induced shape transformations as well as a 
better understanding of the effectiveness of direct applications of the process.

Introduction:
A key challenge in creating devices with structure in the 
nanometer regime is creation of smooth, symmetric, defect-
free surfaces with high reproducibility. Silicon migration is a 
diffusive process that increases symmetry and smoothness of 
silicon surfaces as atoms flow into lower energy configurations. 
This process is distinctly different from the usual methods of 
shaping silicon, as it is a fluidic transformation as opposed to 
a sharp cut or etch (Figure 1).
Applications for this process are currently being developed, 
such as enhancement of photonic crystal optical properties via 
symmetry improvement. A more complete characterization of 
the process as a function of temperature and pressure would 
greatly improve the ease and potential effectiveness of process 
applications.

Experimental Procedure:
Wafers were put through a standard process 
of oxide hard mask growth, patterning via 
optical lithography, and oxide removal. 
The completed wafers were then annealed 
in hydrogen ambient in a hot wall epitaxial 
chemical vapor deposition system. The 
main anneal steps in the recipe were a 
basic run up period to allow the machine 
to reach main anneal temperature and 
pressure, a 300 second anneal period at 
those values and then a cool down period. 
A wafer was run through the warm up and 
cool down steps of the recipe without the 

main anneal step and analyzed to verify these steps were not 
observably effecting results. The pressure quickly attained the 
desired value in both steps, the temperature lagged a bit but 
ultimately reached the desired level linearly in the span of 
approximately one minute. Upon removal from the reactor, 
wafers were then immediately spin coated with a 7 µm layer 
of photoresist to prevent particle contamination during the 
cleaving process. The wafers were then cleaved across the 
surface trench features by hand with a diamond scribe. The 
photoresist was then removed and the samples were mounted 
in cross-section under SEM and imaged. Several rounds of 
procedure modifications were undertaken to reach this final 
process.

Figure 1: Four plasma etched trenches before (left) and after (right) silicon migration.
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Results:
Of the thirty wafers that were initially prepared, twenty 
three reached the annealing stage (several were lost to etcher 
malfunction). Of these, seven reached the analysis stage and 
produced quality images (Figure 2).
To define the process quantitatively, a mathematical model 
of the Mullins equation (Figure 3) for surface diffusion [1] 
was implemented using level set modeling techniques. We 
then implemented the Canny edge detection algorithm [2] for 
finding the surface edges in an image. Images of the initial 
surface geometry of a sample, which had gone through the 
entire process without the anneal, were then scanned into 
the model using this method and the model was run to time-
evolve the surface (Figure 4).

Future Work:
Obtaining a more precise image of the initial surface geometry 
of the samples can lead to a more accurate final prediction 

Figure 2: Close-ups of trenches (clockwise from top left) without 
anneal; with anneal for 300 seconds at 1050°C, 20 torr; 1050°C,  
80 torr; 1100°C, 80 torr.

Figure 3: Mullins equation.

from the modeling software. We hope to eventually use the 
model to evaluate the final images and then work backwards 
to bring it into exact agreement with the data. Magnitude 
coefficient values can be extracted and then plotted versus 
temperature and pressure of the anneal to generate an equation 
for it as a function of these variables. With a small amount 
of improvement it will be ready to be packaged and used 
as a system capable of inputting any surface geometry and 
outputting an image of the final surface for a given time and 
pressure, allowing far greater application in various areas of 
MEMS and nano-scale engineering.
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Abstract/ Introduction:
With the increasing costs of traditional sources of energy, and depleting resources, photovoltaic energy is becoming 
a feasible energy alternative. Copper indium diselenide (CuInSe2) cells may provide a cost effective way to produce 
electricity as their efficiencies are increased. The focus of this project was to grow CuInSe2 cells by spray pyrolysis 
using a solution of copper chloride, indium chloride, and dimethylselenide, onto soda-lime glass coated with 
molybdenum (Mo). After deposition of CuInSe2, cadmium sulfide (CdS) was deposited by chemical bath deposition. 
This arrangement of cells is called “tandem,” or stacked, which also decreases costs and space. Molybdenum acts 
a back contact and it was deposited by evaporation or sputtering. The deposition rate was determined to be 50 Å/
min for sputtering, and the rate for evaporation depended on filament current. The CuInSe2 serves as the light 
absorbing layer, and was grown at 250-350ºC in a chamber where the pressure was kept at atmosphere or slightly 
above atmospheric pressure. Electron dispersive spectroscopy (EDS) confirmed the presence of copper, indium, 
and selenium. The CdS acted as a window layer, and was deposited in a chemical bath of thiourea, cadmium 
chloride, and ammonium hydroxide at 70ºC. Spectrophotometer measurements of the CdS layer determined the 
band gap to be 2.1eV, which is slightly lower than the 2.30-2.60eV range reported in the literature. Discrepancies 
could be attributed to the non-uniform surface. 

of de-ionized water for a 2.5 × 10-2 M solution. A vial of  
5 grams of InCl3 was dissolved in 362 mL of 0.1 M HCl to 
form a 6.25 × 10-2 M solution. The dimethylselenide (DMS) 
was mixed fresh before each run and was mixed in 0.1 M to 
0.165 M solutions, then left to dissolve for 2 hours, shielded 
from light. Two drops of hydrochloric acid were added to 
the selenium solution after dissolving. In the final solution,  
4.5 mL of CuCl2, 2.0 mL of InCl3, 2.5 mL of DMS, 48.2 mL of 
ethanol, and 198.2 mL of deionized water were used. 
Growth temperatures were kept between 250-350°C, and 
growth lasted between 1-2 hours. Modifications to this 
procedure included doubling concentrations of CuCl2, InCl3, 
and selenium, pH adjustments using acid/base to a value of 
pH = 3, and slower spray rates. The conditions for CuInSe2 
growth are tabulated in Table 1 [2]. 
The cadmium sulfide layer was deposited by chemical bath 
deposition. Initial stock solutions of thiourea, cadmium 
chloride, and ammonium hydroxide were made. Given a  
10 gram vial of thiourea, 96 mL of de-ionized water was used 
to make a 50 mM solution. Given a 5-gram vial of cadmium 
chloride, 92 mL of de-ionized water was used to make a  
10 mM solution. Ammonium hydroxide was added in a  
14.8 M solution, and 278.2 mL of de-ionized water was 
added to dilute it to 1 M. The deposition process started with  
92 mL of cadmium chloride added to 33.78 mL of ammonium 
hydroxide. The solution was heated to 70°C in a water bath. 
Next, 96 mL of thiourea was added. The acid/base levels were 
adjusted to maintain a pH of 11. A clean glass substrate was 

Figure 1: Schematic drawing of spray pyrolysis system.

Experimental Procedure:
The molybdenum (Mo) layer was deposited on a clean 
soda-lime glass slide by electron beam evaporation or 
by sputtering using a Mo target. Mo sputter rates were 
determined by surface profilometry measurements [1]. The 
CuInSe2 layer was deposited onto a Mo-coated substrate 
by spray pyrolysis (see Figure 1). Initial stock solutions of 
copper chloride (CuCl2) and indium chloride (InCl3) had to 
be made. A vial of 5 grams of CuCl2 was dissolved in 1.48 L  
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Figure 3: Spectrophotometer 
results of cadmium sulfide layer.

Table 1: Spray pyrolysis growth conditions for CuInSe2.

lowered into the solution and left for 45 minutes. Modifications 
to this procedure included reducing the solution concentration 
by 40%, and using a magnetic stirrer [3].

Results and Conclusions:
The sputter rate for Mo was found to be approximately 50 Å/ 
min after measurements with a profilometer. Electron 
dispersion spectroscopy performed on the initial samples 
showed no traces of copper, indium, or selenium, but after 
the modifications were made, all the elements were present 
as seen in Figure 2 in a good ratio. To confirm that cadmium 
sulfide was deposited, spectrophotometer measurements were 
taken to obtain an absorbance vs. wavelength graph, as seen 
in Figure 3. The wavelength axis was converted into energy to 
reveal a bandgap of 2.1eV, which is very similar to literature 
values of 2.3-2.6eV. Ellipsometry readings of the surface 
revealed a CdS layer thickness of approximately 100 nm.
 

Future Work:
In the future, layer uniformity would have to be improved so 
that all the layers can be stacked. With the stacked cell, tests 
for efficiency could be made. Gallium could also be added 
to form copper indium gallium diselenide, which should also 
improve efficiencies.

Figure 2: EDS results from the CuInSe2 layer.
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Abstract:
Polymer-mediated nanoparticle assembly offers applications ranging from catalyst to energy. We have recently 
demonstrated that nanostructured polymers of poly-(p-xylylene) (PPX) can be fabricated by an oblique-angle 
polymerization method. The nanostructured polymers offer the possibility of fabricating surfaces exhibiting 
tunable physical properties by systematically varying and controlling the surface chemistry and morphology at 
the same time. The nanostructured polymers were deposited on a micropatterned substrate from a directional 
vapor source in an evacuated chamber. The micropatterned substrate consisted of posts 10 µm in diameter with  
10 µm spacing between each post. The substrate was oriented obliquely relative to the vapor flux, typically 
at an angle of 10°, which created a porous and low-density film of columns. The columnar components of our 
nanostructured PPX films constitute a carpet of densely-packed fibers. The nanostructured PPX film deposited on 
the top of the micropatterned posts created gaps in the film. We propose to create structured PPX-nanocomposite 
sandwich films and control the dispersity of the nanoparticles by controlling the porosity of the structured polymer 
film. In our approach, PPX films were immersed in ligand solutions, where ligands adsorb to the columns. The 
ligand adsorbate performed the function of binding both to the PPXs and nanoparticles. The adsorbate ligates 
nano-colloids in sufficient quantities. The ligand adsorbate was chosen from the group consisting of an alkylamine 
and a nitrogen-containing heterocycle capable of covalently binding the metal species. The micropatterned PPX-
nanocomposite acted as a catalyst for electroless metallization.

Introduction:

We attempted to develop a catalyst using a nanostructured 
polymer surface deposited on a micropatterned silicon wafer 
substrate. The nanostructured polymer allows for more surface 
area of our metal catalyst which was deposited on the polymer. 
If using this catalyst for hydrogen release, the surface area of 
the catalyst is proportional to the hydrogen release rate [1]. 
In order for the metal catalyst to form on the nanostructured 
polymer, a metal nanoparticle seed must be present. The seed 
attached to the ligand, pyridine or a thiol containing arene, 
which adsorbed to the nanostructured polymer surface by 
aromatic interactions [2]. Palladium or copper were the seeds 
used in this experiment.

Experimental Procedures:
A micropattern was created on the surface of a silicon wafer 
by using photolithography. Silicon wafers were treated 
with 50/50 hydrochloric acid/methanol solution, then 
concentrated sulfuric acid, and finally washed with acetone 
before being placed in the allyltrimethoxysilane solution. 
Allyltrimethoxysilane self assembled into a monolayer on the 
surface of the silicon wafer. The wafers were then deposited 
with a nanostructured poly-(chloro-p-xylylene) (PPX-Cl) 

Figure 1: SEM of copper plated on PPX-Cl using palladium 
nanoparticles as catalysts for copper growth.

polymer by vapor deposition [3]. Planar deposition of the 
polymer on silicon wafers was also carried out to act as a 
control. The polymer was treated with a 1 M pyridine solution 
which served as the ligand for palladium nanoparticle 
adsorption. Palladium nanoparticles were synthesized using 
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the procedure described by Brandow, S.L. et al. [4]. Copper 
electroless metallization was performed according to Ma, Z.H. 
et al. [5]. The wafers were observed under scanning electron 
microscopy (SEM) as shown in Figure 1. Nickel electroless 
metallization was performed according to Demirel, M.C. 
et al. [2]. The SEM image can be seen in Figure 2. Various 
ligands were tested with copper nanoparticles to determine 
the optimal ligand for copper nanoparticle attachment.

Results and Conclusions:
Copper metallized on the nanostructured polymer surface 
better than on the planar polymer surface. This was due to the 
fact that the ligand has more adsorption on the nanostructured 
polymer due to its increased surface area compared to the 
planar polymer. Therefore, there was more binding between 
the palladium nanoparticles and the ligand on the nanostructure 
polymer which led to more seeds for metallization.
Nickel metallized on the micropatterned substrate which 
contained a helical nanostructured polymer. The polymer was 
deposited at an angle of 25º so that none would be deposited 
between the columns. Figure 2 shows that there was no nickel 
plating between the columns which confirms that there was 
no polymer between columns.
For this experiment the optimal ligand was pyridine because 
the nanoparticle seed used was palladium. Palladium binds 

to the nitrogen in pyridine. When using copper nanoparticles 
as seeds, 1,2-benzenedithiol is the best ligand compared to 
benzenethiol and hydroxyl functionalized benzenes. Thiol is 
a more liable ligand than hydroxyl because sulfur is softer 
than oxygen. Images were taken with a triple-laser confocal 
microscope with a 40× objective to assess the ligand’s ability 
to bind with the nanoparticles. It was observed that thiols are 
better than hydroxides and multiple ligand sites are better than 
one site. It was also observed that a ligand must be present for 
nanoparticle attachment to occur.

Future Work:
The copper and micropatterned nickel catalysts need to be 
tested for their ability to release hydrogen from an aqueous 
sodium borohydride solution kept in alkaline conditions.
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Abstract: 
One of the limiting factors in polymer solar cell performance is charge carrier mobility through the cell. Recently, 
it has been reported that the hole mobility in certain blends can be enhanced by adding additional electron 
transport material. Our hypothesis is that the phase segregation process induces local ordering which increases 
hole mobility. We study how the hole mobility changes as a function of blend composition and domain size in 
solar cells with active layers consisting of various mixtures of [6,6]-phenyl C61-butyric acid methyl ester (PCBM) 
(electron acceptor) and poly[2-methoxy-5-(3,7-dimethyloctyloxy)-p-phenylene vinylene] (MDMO-PPV) (electron 
donor). We show that charge carrier mobility increases as the ratio of PCBM to PPV in the active layer increases. 
We present AFM images of each blend, and show that phase separation between the two molecules and increase in 
feature size of PCBM are correlated with the increase in hole mobility. 

Introduction:

Solar energy will play a significant role in future energy 
production. However, the present generation of silicon solar 
cells cannot compete on $/kWh basis with energy generated 
from fossil fuels. Polymer solar cells made from a donor/
acceptor blend are one potential inexpensive alternative 
to silicon based devices because they can be processed 
from solution under standard conditions. However, their 
performance is not yet adequate for widespread applications 
[1]. 
The most efficient polymer solar cells fabricated to date 
have an active layer consisting of a mixture of two organic 
compounds, one acting as an electron donor and other as 
electron acceptor (in our case PPV and PCBM respectively). 
It has been observed that as concentration of PCBM increases 
hole mobility also increases [2]. We measured hole mobility 
in blends with varying PCBM concentration and observed 
topographical features using atomic force microscopy 
(AFM). From this data we propose that as concentration of 
PCBM increases, there is an increase in ordering of the PPV 
structures, which allows for more efficient charge transport 
through the cell. 

Experimental Procedure:
Devices were fabricated on indium tin oxide (ITO) coated 
glass substrates, with active areas defined by the overlap of 
patterned ITO and evaporated electrodes. Substrates were 
cleaned by sequential sonication in acetone and isopropyl 
alcohol (20 min), followed by an air plasma treatment  
(5 min). Immediately after plasma cleaning a 40 nm thick layer 
of poly(3,4-ethylenedioxythiophene) poly(styrenesulfonate) 

(PEDOT:PSS) was spin coated onto the substrate, and the 
devices were annealed in nitrogen atmosphere for 30 min at 
130°C. The active layers were spin coated onto the substrates 
from warmed solutions (45°C) at speeds between 2000 and 
4000 RPM. The devices were completed with 40 nm thick 
thermally evaporated gold top contacts. 
The active layer solutions were prepared in chlorobenzene 
with an MDMO-PPV concentration of 8mg/mL, and MDMO-
PPV:PCBM ratios of 1:0, 2:1, 1:1, 1:2, and 1:4. The solutions 
were heated (40-50°C) and stirred for 6+ hours before spin 
coating. Device measurements were made in a nitrogen 
atmosphere, using a custom-built sample chamber and a 
source-measure unit (Keithley 2100). We made current density-
voltage (J-V) measurements, applying varying potential to 
individual pixels until a curve exhibiting space-charge limited 
current properties was obtained. The topography and thickness 
of each device was measured by tapping mode atomic force 
microscopy (Asylum Research MFP-3D). 

Equation 1: Modified Mott-Gurney Law.

Results and Conclusions:
We calculated the hole mobility for our devices from the J-V 
data using the modified Mott-Gurney law (Equation 1). Figure 
1 shows a representative J-V curve and the fit using Equation 
1. Figure 2 shows the calculated hole mobility at PCBM 
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concentrations of 0%, 33%, 50%, 67%, and 80% for five sets 
of devices. Each set shows a different trend, but on average the 
hole mobility increases with increasing PCBM concentration. 
Figure 3 shows AFM topography measurements of the 67%, 
and 80% PCBM blends. For mixtures with 0%, 33%, and 
50% concentration of PCBM topography images are nearly 
identical to the 67% mixture, with no distinguishable features. 
Active layers with 80% PCBM show very well defined PCBM 
formations (high regions). 
The mobility data in Figure 2 shows an average trend of 
increasing hole mobility with PCBM content, and this 
correlates with an increasing degree of phase separation 
between PPV and PCBM measured by AFM. This observation 
supports our hypothesis, that increasing amount of PCBM 
in the active layer increases the ordering of PPV structures, 
allowing for more efficient charge transport. However, there 
is significant variation in calculated hole mobility from set to 
set, which makes it difficult to draw firm conclusions. 

Future Work:
We would like to further characterize our samples and explore 
affects of phase separation on charge carrier mobility by using 
conductive atomic force microscopy (c-AFM). Using this 
technique will both enable us to resolve smaller structural 
features, and provide a direct mapping of hole transport 
through the film. In addition, using other solvents, such as 

Figure 2: Five sets of PPV:PCBM in CLB devices.

Figure 1: J-V graph with modified Mott-Gurney Law fit.

Figure 3: AFM images of devices 
with PCBM concentration of 

(a) 67% and (b) 80%.

dichlorobenzene and xylenes, or organic materials, such as 
P3HT instead of MDMO-PPV, will produce different phase 
separation and allow us to study how it affects the mobility. 
Preparing samples in a glove box might also prove useful, as 
exposure to ambient atmosphere may affect the performance 
and reproducibility of our devices [3]. 
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Abstract:
Carbon nanotubes (CNTs) have been investigated for manifold applications due to their amazing properties, 
including stiffness and strength exceeding steel, thermal conductivity exceeding diamond, and ballistic electron 
transport over micron scales. Additionally, fluid flow experiments through CNTs have shown extraordinarily 
high slip, reflecting unique flow dynamics. Voltages induced by flow over the length of nanotubes have also been 
observed. Relevant applications include the use of CNTs in flow sensors, filtration, energy conversion, and the 
study of chemical reactions where nanotubes may be used as “miniature test tubes.” Previous studies of flow 
through CNTs have primarily investigated flow through membranes containing low densities of short nanotubes. 
This study is focused on developing methods for fabricating flow cells and permeable membranes with pores of 
CNTs using millimeter long, dense bundles of CNTs grown by chemical vapor deposition (CVD).

Procedure:
Two initial designs were pursued. The first allows for fluid 
flow through a polydimethylsiloxane (PDMS) membrane with 
nanotube pores produced by spin-coating PDMS (an elastomer 
commonly used for microfluidics) onto vertically aligned CNT 
columns. This design will be used for early investigations of 
flow dynamics and shows potential for applications requiring 
large scale filtration. Advantages include relatively quick 
processing with limited clean room fabrication but provide 
limited control over CNT characteristics such as packing. 
Columns of aligned nanotubes ranging from 75 × 75 to 200 × 
200 µm were grown on a silicon substrate with patterned iron 

Figure 1: Chart comparing flow resistances 
of CNT pipes and Si channels.

Introduction:
Fluidic devices for the purposes of studying nano-scale 
confined flow have been fabricated [1]. At these scales flow 
rates are usually limited due to the no slip condition at the 
channel walls. Experimental results have shown high slip for 
fluid flow through CNTs and a lack of interaction between 
molecules inside the CNT, leading to greatly enhanced flow 
rates over hydrodynamic flow [2]. Figure 1 compares flow 
resistance through a “CNT pipe” consisting of a packed 
bundle of aligned nanotubes to that of shallow channels in 
silicon. In this model, h is channel depth and CNT packing 
is the fraction of cross sectional area of the bundle taken up 
by CNTs. Figure 2: Surface of an etched CNT membrane. 
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catalyst [3], then spin coated with PDMS. Vacuum degassing 
ensured the removal of all air from the CNT bundles to 
produce a sealed membrane. A PDMS etch with CF4 and O2 
followed by a CNT etch with O2 and Ar, was performed to 
expose and open the CNTs to enable flow [4]. Figure 2 shows 
an SEM image of a membrane with CNT bundles exposed by 
etching. 
The second design utilizes microfluidic channels patterned 
by UV lithography into SU-8 photoresist. Highly densified, 
horizontally aligned CNTs are embedded in a membrane 
across these channels, forming a “CNT pipe” to facilitate 
flow. Advantages of this design include potential for 
integration with microfluidic systems and precise control of 
CNT characteristics such as length and packing. This comes 
at the cost of extensive clean room fabrication.

examined by sectioning SU-8 infiltrated bundles with a 
focused ion beam and imaging to ensure no gaps are visible 
between the CNTs. 

Future Work:
Future work will strive to solve the challenges faced in 
fabrication of functional microfluidic devices. Initial flow tests 
will be run to verify that flow travels exclusively through the 
CNTs by filtering a solution of nanoparticles with diameters 
greater than the interior diameter of the CNTs using the flow 
cells. A resulting nanoparticle free solution will help verify 
successful infiltration of the nanotubes bundles. Data from 
flow tests will enable development of flow dynamics and 
comparison to theoretical models.
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Growth of vertically aligned “dominos” of CNTs is followed 
by a rolling process developed by the Mechanosynthesis 
group at UMich to horizontally align and densify the CNTs, 
as shown in Figure 3 [5]. This produces the dense bundles of 
CNTs that will form the “CNT pipes.” Spin coating the rolled 
bundles with SU-8 and performing UV lithography produces 
the channels of the microfluidic device. A wall of SU-8 
across the channels with the “CNT pipes” embedded within it 
restricts flow through the CNTs. A CNT etch is used to open 
up the pipes to allow flow. Figure 4 shows an overview of a 
“CNT pipe” device before etching and an etched “CNT pipe.” 
The device is packaged by bonding a PDMS cover to the SU-
8. Inlets for pressure sensors and fluid flow into and out of the 
device are punched into the PDMS cover. 
This process requires further improvement to produce useable 
devices. SU-8 bonding to the substrate and PDMS cover 
must be improved to provide a seal capable of withstanding 
pressures necessary to push fluids through the “CNT pipe.” 
The infiltration of CNT bundles with SU-8 will be further 

Figure 3: Schematic of CNT growth rolling. 

Figure 4: CNT pipe device before and after etching.
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Abstract:
Resistive switching of titanium dioxide (TiO2) has attracted attention due to its potential application in non-
volatile memory devices. However, the exact mechanism of switching is unknown. In this work, TiO2 thin films 
are deposited onto platinum substrates using reactive radio-frequency (RF) magnetron sputtering. We vary the 
substrate deposition temperature and substrate bias in order to modify the chemical composition, microstructure, 
and electrical properties of the TiO2 film. After photolithography, platinum electrodes are sputtered. The final 
device structure is Pt/TiO2/Pt. IV curves are measured to characterize the switching behavior of the TiO2 films. The 
results of this work will help us understand how deposition conditions affect the electrical properties of the film and 
give us insight into the optimization of TiO2 films for non-volatile memory applications. 

Introduction and Motivation:
TiO2 exhibits bistable resistance switching behavior as a 
resistance change memory material [1]. It can reversibly 
switch between high and low resistance states when 
appropriate voltages are applied, either unipolar or bipolar 
[2]. The technical difficulties that hinder the application of 
TiO2 are reproducibility, large set/reset current and voltage, 
and the required electrical forming process. In addition, how 
switching happens on an atomic level is unknown even though 
it has been determined that the formation and disruption of 
conducting filament is the mechanism [3]. The goal for this 
project was to study how varying sputtering parameters would 
affect the electrical properties of the film and hopefully gain 
some insight into how switching works. 

Experimental Procedures:
Forty nanometers of TiO2 thin film was deposited on Pt/Ti/
SiO2/Si and Si substrates by reactive RF magnetron sputtering 
using a titanium target. 27 sccm of argon and 3 sccm of oxygen 
gases were used to form a film consisting of TiO2,Ti2O3, 
TiO, and Ti. We varied the substrate deposition temperature 
(room temperature, 100°C, and 200°C) and the substrate bias 
(0V, 60V, and 100V) to study their effects on the electrical 
properties of the film. After deposition, photolithography was 
used to pattern the film and 50 nm top platinum electrodes 
were sputtered. Excess photoresist and platinum were 
removed to get the final device that had the structure Pt/TiO2/
Pt. IV characteristics were tested using a probe station with an 
Agilent 4156C semiconductor analyzer. 

Results and Discussion:
All the devices were found to require an electrical forming 
process regardless of the deposition conditions, which 
suggested that changing sputtering parameters would not 
eliminate the forming process. The forming voltage was ~ 4-5 V 
 and forming current was ~ 5-10 mA. The device was then in 
a low resistance state and could not return to its fresh state 
after forming. 
TiO2 film exhibited both unipolar and bipolar switching be-
havior [2], as shown in Figure 1. The switching window of 
unipolar switching was ~ 1000 and is larger than for bipolar 
switching, which was ~ 100, as shown in Figure 1. This 
difference might be explained by the conducting filament 
mechanism. 
Film performance for different deposition conditions were 
plotted (Figure 2). The set and reset voltage were roughly 
in the same range for different conditions, with set voltage  
~ 1-2V and reset voltage ~ 0.6- 0.8V. The reset current seemed 
to get larger, from 5 mA for 0V, room temperature, to 25 mA 
for 100V, 100°C, while the set current was getting smaller, 
from more than 1 mA to less than 0.1 mA, as we increased 
substrate temperature and applied bias. All the films deposited 
at 200°C were conductive, possibly because the film was 
reduced from the heat and had more oxygen vacancies. 
Multiple bipolar sweeps were conducted on one device to test 
endurance. Figure 3 shows the distribution of set/ reset current 
and voltage. The set voltage was higher than the reset voltage. 
The set current was lower than the reset current. Over time, 
they were scattered and there was no obvious trend. However, 
there were large variations between each sweep. This suggests 
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that the film was unstable and film performance might have 
depended on the previous sweep. 
The 10% to 20% yield was low. The location of working 
and non-working devices on a quarter silicon substrate was 
plotted (Figure 4). Each block had 100 devices and 5 to 10 
devices were tested from each block. “Y” represents area 
with working devices and “N” represents non-working ones. 
The devices on the perimeter worked better than the ones in 
the center of the film. This kind of distribution was probably 
related to the photoresist process. The distribution pattern was 
consistent with the circular photoresist pattern after spinning. 
It is possible that the thicker photoresist at the edges protected 
the devices from outgasing. The distribution might also relate 
to the sputtering process because of different film thickness 
and stress of the film. 

Summary:
We explored how different deposition parameters affect the 
switching behavior of a TiO2 film and studied device variation 
and tested film endurance. We found out that for different 
deposition conditions, the reset current seems to get larger and 
the set current seems to get smaller, as we increase substrate 
temperature and apply bias. Large device variation exists for 
the same film possibly due to film stress from deposition or 
trace contamination from the photolithography process. 

Future Plans:
We will characterize the TiO2 film deposited on Si substrates to 
study how sputtering parameters affect the physical properties 
of the film and how they correlate with electrical properties. 
We will also test endurance with transistor in series so we can 
precisely control the current through the device. 
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Figure 1: Left: IV characteristics of device showing unipolar 
switching; right: characteristics showing bipolar switching.

Figure 2: Device performance for different deposition conditions.

Figure 3: Bipolar switching endurance test.

Figure 4: Schematic of a quarter silicon wafer showing tested 
devices, with working devices labeled with Y and non-working 
labeled with N. 
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Introduction:

Nuclear magnetic resonance imaging (MRI) is a non-invasive 
medical imaging technique that uses a magnetic field to 
align protons in the body. By combining field gradients 
and radiofrequency excitation, three-dimensional images of 
proton density and nuclear spin lattice relaxation times (T1s) 
can be created [1]. The use of silicon (Si) nanoparticles as an 
imaging agent provides an alternative to conventional proton 
imaging that allows sensitive targeted imaging. They are 
hyperpolarizable [2], non-toxic and using silicon minimizes 
background noise problems because it is found in insignificant 
amounts in the body. T1 determines the time it takes for 
the nuclear polarization to return to its original orientation 
aligned with the field, and so determines the length of time 
that pre-hyperpolarized particles will be able to be imaged 
once injected into the body.
Various-sized crystalline nanoparticles were fabricated by 
ball-milling high resistivity (> 30 kWcm) Si wafers. These 
particles were separated by centrifugation into different size 
distributions—confirmed by scanning electron microscopy 
(SEM). Hydrogen has been shown to passivate surface states 
at the Si/SiO2 interface in nanocrystals [3]. We saw hydrogen 
passivation as a possible method to reduce imperfections 
and consequently increase T1. The nanoparticles were 
annealed (Jiplec Rapid Thermal Processor) under a forming 
gas mixture of 3% hydrogen and 97% nitrogen for 1 and 10 
minutes at 350°C. Commercially available crystalline and 
amorphous nanoparticles were studied in the same manner 
for comparison.

Experiment:
Silicon Quest boron-doped wafers were ground using mortar 
and pestle. The shards were massed to 9.6 grams using a 
digital balance and spun in a Retsch ball mill with ten, 1 cm 
diameter zirconium oxide balls for 10 minutes dry and then 
together with 20 mL of anhydrous ethanol for 4 more hours. 
The 1 cm balls were replaced with 40 grams of 2 mm diameter 
zirconium oxide balls and milled again for between 8 and 26 
hours depending on the desired final nanoparticle size. The 
solution was sonified at 25% for 10 minutes in a Bronson 
Digital Sonifier and aliquotted into four 50 mL test tubes.

The behavior of small spherical objects in solution can be 
described using Stoke’s Law (Equation 1). Using this, we 
created a model to predict the expected size of particles 
remaining in solution after being spun in the centrifuge [4]. 
Stoke’s Law has: Vs = the particles’ settling velocity (m/s), 
g = the acceleration (m/s2), rp and rf = the mass densities of 
the particles and the fluid (kg/m3), µ = the fluid’s dynamic 
viscosity (in Pa s) and R = the particle diameter. The input 
parameters for our algorithm include the height of solution in 
tube compared to the radius of the centrifuge, revolutions per 
minute in the centrifuge, and time in seconds.
Centrifuge tubes were filled to 37.5 mL and spun for a time 
and speed determined by our model. Particles sized greater 
than our desired upper cutoff would be spun to the bottom of 
the tube (the pellet). The remaining liquid (supernatant) was 
poured out into a round bottom flask. The tube with pellet 
was filled with ethanol, sonified at 25% for 3 minutes and 

Equation 1: Stoke’s Law.

Figure 1: Sample SEM image of silicon 
nanoparticles average size 150 nm.
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Results/Discussion:
Using the model we developed, we were able to obtain non-
overlapping size distributions of particles using centrifugal 
separation, as shown in Figure 2. T1 measurements by 
NMR showed no increase after any of the tested annealing 
procedures, for either controlled-size or commercially 
available products (see Figure 3). 

Conclusions:
We have developed a repeatable procedure for centrifugal size 
separation that works on both on commercially synthesized 
and top-down fabricated silicon nanoparticles. Although 
some errors may have resulted from the use of two different 
NMR magnets and exposure to air, we believe that these 
factors would not have overshadowed any real improvement 
in T1 by annealing in forming gas. The ability to control size 
distributions of silicon nanoparticles is an important step in 
understanding the NMR properties of these particles, and also 
their impact on biological systems.
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Figure 2: Normalized distributions of particles 
with average sizes of 150 nm, 350 nm, and 1000 nm.

Figure 3: T1 measurements of forming gas annealed (a) and control 
(b) nanoparticles sourced commercially (American Elements).

spun at the same parameters before pouring the supernatant 
out into the same flask. This whole procedure was repeated a 
third time. Then the supernatant was condensed using a rotary 
evaporator (Bucchi) and divided into two test tubes, again 
at 37.5 mL. These tubes were spun such that sizes less than 
our lower cutoff would remain in the supernatant. This left a 
pellet of particles with sizes within the two estimated cutoffs. 
The supernatant was removed and replaced with ethanol. 
The tubes were spun for the lower limit six more times. The 
nanoparticle distributions were verified by scanning electron 
microscopy (see Figure 1). These procedures were also 
successfully applied to commercial nanoparticles.
We then annealed dried nanoparticles and characterized 
them using NMR spectroscopy. Approximately 0.5 g of dried 
particles were placed on a silicon wafer and tests were done 
in forming gas (3% hydrogen, 97% nitrogen) and also in pure 
nitrogen as a control. Time was varied from 1 to 10 minutes 
for heat (350°C) and gas exposure. 
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Abstract:
Electroluminescence (EL) of silicon nanoparticles (Si NPs) holds promise for a new generation of light-emitting 
diodes (LEDs). While recently reported values for EL efficiency max out at around 1.6% [1], these numbers could 
be increased via improvement of charge delivery to the particles—optimization of the electron and hole transport 
layers (ETL, HTL). For the HTL, thin films of ZnO and Al-doped ZnO (AZO) were deposited on glass and silicon 
substrates via atomic layer deposition (ALD). Films’ physical and electrical properties were determined by means 
of Auger electron spectroscopy (AES), atomic force microscopy (AFM), UV-VIS spectroscopy, profilometry, 
ellipsometry, and four-point probe measurements; resistivities in the range of 1.75 × 10-3 Wcm were achieved while 
maintaining an 85% transparency across the visible spectrum. For the ETL, thin films of NiO and WO3 were 
deposited in an RF plasma sputtering system. Deposition rates for each oxide were determined and tuned to be 
within range of each other for future co-deposition experiments. Oxygen concentration in process gases was found 
to have a significant impact on NiO film quality and deposition rates. Further investigation of the films and their 
properties is necessary to begin device construction. 

Experimental Procedures:
Atomic Layer Deposition. Thin films of Al-doped ZnO (AZO) 
were deposited on glass and silicon substrates via atomic 
layer deposition (ALD) in a Cambridge Nanotech Savannah 
ALD system. All laboratory work took place in a class 10 
clean room. Substrates were sonicated for 10 min in each of 
the following solvents: deionized water, acetone, methanol, 
and isopropanol, then cleaned in an ozone atmosphere for 5 
minutes (to produce a hydrogen-terminated surface) before 

Figure 1: Theoretical device construction, including 
band gap data (some projected values).

Device Structure:
Electroluminescence requires hole-electron recombination 
within a semiconducting material. Thus, producing an 
efficient LED necessitates a series of layers to generate holes 
and electrons and transport them to the luminescent material 
for recombination. Figure 1 demonstrates a theoretical 
construction of this device. It should be noted that the band 
gaps for WNiO and Si NPs are projected values that will 
hopefully be obtained through further experimentation.

Figure 2: Optical transmittance of a ~50 nm AZO film (30:1) 
measured with a UV-VIS spectrometer.
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being transferred to the ALD system. The precursor gases—
trimethyl aluminum (TMA), diethyl zinc (DEZ), water vapor 
(H2O)—were pulsed at 0.015 s, with a purge time of 5 s in 40 
sccm of N2 at 180°C. Doping ratios were varied from 10:1 to 
50:1 (ZnO:Al2O3). Samples were characterized with single-
wavelength ellipsometry, AFM, four-point probe, and AES.
RF Sputtering. Thin films of NiO and WO3 were deposited 
on quartz and silicon substrates via RF-regulated plasma 
sputtering in an AJA ATC 2000 sputter system. Substrates 
were cleaned via the method detailed above, with the exception 
of the ozone cleaning. Deposition rates were determined by 
measuring film thickness via single-wavelength ellipsometry.

Results and Conclusions:
Figure 2 shows light transmission through the AZO thin film, 
which is 85% or greater throughout the visible spectrum. A 
30:1 doping ratio maintained this transparency while having 
resistivities as low as 1.75 × 10-3 W/cm. This is comparable to 
low resistivity values found in the literature for these films, 
9.7 × 10-4 W/cm [2]. Films produced by this method are very 
smooth, exhibiting RMS roughness values of ~ 1 nm. Doping 
ratios and film purity were verified by AES, showing virtually 
no contamination in the deposition process. These results 
are very promising for both charge transport and device 
integration. 

Figure 3 illustrates deposition rate trends for the NiO and WO3 
films sputtered in different atmospheres of Ar:O2. Ideally, NiO 
and WO3 deposition rates would be identical within a certain 
range of wattages. With higher Ar concentrations, we found 
high rates of WO3 deposition and low rates of NiO deposition. 
When the O2 concentration in the sputtering atmosphere was 
increased, the WO3 deposition rate decreased and the NiO 
deposition rate increased. This brought the two rates more in 
line with each other, below our system’s upper limit of 200 W. 

Future Work:
The deposition rate tuning detailed above paves the way for 
deposition and characterization of various WO3/NiO alloys. 
Tuning the alloy ratios should lead to variations in the HTL 
material’s band gap, which can then be optimized for the 
device. Further work should lead to a functional inorganic 
device, which will, in the best scenario, exceed previously 
disappointing electroluminescence efficiencies for Si NPs.
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page 94	 2008 NNIN REU Research Accomplishments

M
E

C
H

Capillarity-Based Reversible Super-Adhesion

Sarah Grice
Mechanical Engineering, University of Maryland, College Park

NNIN REU Site: Cornell NanoScale Science and Technology Facility, Cornell University, Ithaca, NY
NNIN REU Principal Investigator(s): Prof. Paul Steen, Chemical Engineering, Cornell University
NNIN REU Mentor(s): David Anderson, XiuMei Xu, Chemical Engineering, Cornell University
Contact: sgrice@umd.edu, phs7@cornell.edu, anderson.da@gmail.com, xx44@cornell.edu 

Abstract: 
This project draws inspiration from the palm beetle’s defense mechanism by creating an adhesion pad in which 
a large array of water droplets is controlled by an electro-osmotic pump to achieve reversible super-adhesion. In 
order to enhance the adhesion performance, three modifications were made to a previous design. First, the droplet 
diameters were reduced from the previously fabricated 150-500 µm hole devices to 50-100 µm, which allows more 
liquid bridges per unit area and thereby increases the adhesion force. Second, a raised frame around the array was 
fabricated to allow easy detachment and is a first step in optimizing the liquid bridge length during attachment. 
Third, the depth of the water reservoir was varied. The functionality of these devices was tested. 

Introduction / Background:
The palm beetle defends itself from predators by using 
small droplets of oil that it manipulates using the bristles of 
its tarsi. These droplets form liquid bridges with a substrate 
leaf, allowing the beetle to stick with a force equivalent to 
approximately 60-100 times its body weight. When the danger 
has passed, the beetle can then break these liquid bridges and 
continue on its way, leaving behind small amounts of oil 
residue. 
This strategy is ideal for creating reversible adhesion, which 
has been accomplished by creating adhesion pads that use 
large arrays of droplets of water in place of the palm beetle’s 
oil. Such devices are predicted to increase in the adhesive force 
per unit area they can exert as the droplet size is decreased. 
However, scaling features down in size is a significant 
fabrication challenge. 

Objectives:
The goal of this project was to create a new generation of 
adhesion pads that would reduce the droplet diameter from 
100 µm to 50 and 75 µm. Two variations on the basic design 
of the adhesion pad were also fabricated: first, a raised lip 
or frame around the array of holes was created on half the 
plates created, and second, the depth of the water reservoir 
was varied. 

Device Design and Operation:
The adhesion pad consists of a sandwich of silicon plates 
with an array of holes fabricated in them using a reactive ion 
etcher (Labels 1 and 5 in Figure 1). These plates are coated on 
their inside-facing sides with a thin gold electrode (Labels 2 

and 4). A porous polymeric layer—in the case of the devices 
fabricated, made of polyethersulfone, or PES—is placed 
between the plates (3), and a small reservoir of water (6) is 
attached to the bottom. 
When a voltage is applied across the electrodes, electro-
osmosis, enhanced by the small pores of the PES layer, pulls 
water up from the reservoir and forces it out of the holes in 
the top plate. This creates an ordered array of droplets, which 
may then contact a substrate and form liquid bridges. 

Fabrication and Testing:
Three adhesion devices were assembled: (1) a 75 µm 
unframed device with a 6 mm deep reservoir, (2) a 50 µm 
framed device, and (3) a 75 µm unframed device with a 2 mm 
deep reservoir. 
Two types of tests were performed on the devices: syringe-
pumped tests and electro-osmosis-pumped tests. In the first 

Figure 1: Adhesion pad design.
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case, water was forced into the device’s reservoir using a 
syringe and tube arrangement. In the second case, voltage was 
applied across the PES layer so that electro-osmosis could be 
used to move the water. 

Results: 
Syringe-Pumped Testing. Difficulties in assembly and 
testing made overall array uniformity difficult to achieve 
with syringe testing. Pump condition and position proved 
especially important to overall performance, as porous layer 
misalignment resulted in the formation of abnormally large 
droplets. 
In comparing their performance during syringe pumping, 
the shallow (2 mm) and deep (6 mm) reservoir devices were 
shown to have roughly comparable droplet distributions 
after variations in assembly are discounted, as can be seen in 
Figures 2 and 3. This performance is surprising because the 
reservoir depth at which significant variation in droplet height 
from the edge to the center of the array was predicted to be 
around 2 mm. 
Electro-Osmosis-Pumped Testing. Of the three devices 
tested, two of the electro-osmotic (EO) pumps were functional. 
In the case of the 50 µm framed device, EO pumping resulted 
in significantly better performance than syringe pumping, as 
holes or folds in the PES layer did not result in large droplets, 
as can be seen in Figure 4. EO pumping the 75 µm shallow 
reservoir device did not provide as much of an improvement 
in performance, and in fact seemed to increase the incidence 
of large droplet formation. 

Conclusions and Future Work: 
50 µm and 75 µm droplet diameter adhesion pads were 
fabricated, and initial tests of their functionality were carried 
out. These devices were found to have the best performance 
characteristics when operated using their integrated EO pump 
at relatively low voltages. The performance of shallow and 
deep reservoir devices during syringe pumping was found 
to be comparable after accounting for variations in assembly 
such as frit misalignment. 
In the future, adhesion measurements of the assembled devices 
will be performed, determining how much adhesion force per 
unit area was gained relative to the reduction in droplet size. 
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Figure 2, top: 75 µm shallow reservoir device,  
syringe pumped (photographed using a macro lens).

Figure 3, middle: 75 µm deep reservoir device,  
syringe pumped (photographed using a macro lens).

Figure 4, bottom: 50 µm deep reservoir device,  
EO pumped (photographed using a macro lens).
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Abstract:
Typically, deformation and failure mechanisms in materials and interfaces are studied either quantitatively 
(measuring stress-strain behavior) or qualitatively (post-mortem or off-line imaging with a microscope). The 
transmission electron microscope (TEM) is unique in the sense that it visualizes specimen microstructures 
(dislocations, grain boundaries, precipitates, cracks) with very high resolution. Therefore, if experiments could 
be conducted in situ inside a TEM, we could avoid ‘modeling’ as the tool for bridging the mutual exclusiveness 
of the quantitative and qualitative streams of materials behavior research. Unfortunately, the TEM chamber is 
very small; it allows a volume of 3 mm diameter and 0.5 mm thickness in which the specimen and the force and 
displacement sensors must be accommodated. 
The objective of this research is to shrink an entire tensile testing machine (on the order of meters) to 3 mm 
diameter size using nanofabrication techniques. Such drastic miniaturization involves photolithography, thin film 
deposition and bulk micromachining techniques on both sides of a silicon-on-insulator (SOI) wafer. 

The devices that we design for this purpose have to be 
capable of straining a nanoscale thin film while in the TEM. 
The design utilizes a thermal actuator to place a tensile load 
on the specimen. The thermal actuator consists of pairs of 
micro-beams, as seen in the right hand side of Figure 2. To 
actuate, a voltage is applied across the ends of the inclined 
beams actuator. This causes the beams to heat and expand. 
The beams are inclined so that the net force on the specimen 
(once the beams expand) is to the right in Figure 2. 
Another important feature of the device is that it has a hole 
etched through the backside. This is needed because the TEM 
passes electrons through a specimen in order to acquire an 

Figure 1: How materials fail—qualitatively and quantitatively.

Introduction:
Figure 1 includes a typical graph of stress versus strain that 
shows quantitative material deformation. The linear portion 
of the curve is the elastic region, where material deformation 
is reversible and the material acts much like an elastic spring. 
The non-linear portion of the curve is the plastic region, where 
deformations are irreversible, and dislocations have occurred 
in the material. The pictures above the graph demonstrate 
qualitative analysis of material deformation. We would like 
to be able to match up this qualitative and quantitative data 
better than we have previously been able to using post-mortem 
techniques. 

Figure 2: Diagram of thermal actuator.
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image. The thick silicon layer is “opaque” to electrons, so it 
is important to have a nanoscale thin film that is free-standing 
above the backside hole. 

Experimental Procedure:
The procedure for fabricating the devices consists of multiple 
lithography and etching steps. The devices were made on a 
silicon-on-insulator (SOI) wafer. The wafer consists of a  
35 µm silicon device layer, a 1-2 µm silicon dioxide layer, and 
a 350 µm silicon handle layer. Before lithography processes 
begin, a metal layer on the order of nanometers was deposited 
on top of the device layer. 
First, a 100 nm metal layer was evaporated onto the front side 
of the wafer. Next, the front side of the device was patterned 
using the Karl Suss MA 6/BA 6 lithography tool. The metal 
was then etched, and the silicon device layer was etched using 
deep reactive ion etching (DRIE). After these steps, the device 
was essentially complete except for the backside hole that is 
required for imaging in the TEM. 
To etch the backside hole, a circular-shaped hole was patterned 
on to a thick photoresist (SPR 220-7) using the backside 
alignment technique in the Karl Suss MA 6/BA 6. DRIE was 
used again for anisotropic backside etching. The oxide was 
then etched anisotropically using the Plasma Therm. DRIE 
was again used to etch the device layer just underneath the 
specimen so that it would be freestanding. Finally, HF vapor 
was used to release the beams for mobility. 

Results and Conclusions:
We were able to etch the frontside of several devices, but had 
more difficulty fabricating the backside hole. We were able 
to produce SEM compatible devices to nearly one hundred 
percent yield, but the backside hole required for TEM 
compatibility was more difficult to fabricate. The backside 
etching was a problem because the wafer broke easily during 
backside DRIE. The residual stress of the SOI wafer was a big 
factor contributing towards the breakage. 
We were able to etch through the handle layer using a xenon 
difluoride (XeF2) isotropic etch of silicon, and we completed 
the first backside etching of the device. Figure 4 shows the 
backside of a device that was successfully etched and we can 
see through the optically transparent silicon dioxide layer to 
the beams on the front side that attach the device to the SOI 
wafer. 

Future Work:
We plan to continue developing a better method to etch 
the backside hole of the device. We will continue to etch 
isotropically with xenon difluoride, and may try a different 
mask with a smaller backside hole so that an isotropic etch is 
anticipated. Once the devices are successfully made, we will 
then do simultaneous quantitative and qualitative testing in 
the TEM. 
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Figure 4: Backside image of a device 
 with isotropically etched handle layer.

Figure 3: SEM image of a device.
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Abstract:
The much-celebrated potential of resonate microelectromechanical systems (MEMS) in sensing and electrical filter 
technologies has been limited by convenient methods of device readout. Our purpose is to optimize MEMS devices 
for electrical detection, enabling integration into real-world devices. We fabricated device arrays in which the 
parameters of etch orifice size, sacrificial oxide thickness, and device geometry were varied in order to maximize 
electrical coupling.

 

Introduction: 
MEMS resonant technology is used for biological sensing and 
electric filtering technologies. These resonators have a certain 
resonance frequency. Shifts in resonant frequency from 
accretion of mass onto the device, for example, could indicate 
the presence of an analyte. We are developing an electrical 
method of resonance frequency detection. Historically, these 
resonators lack convenient methods of device readout. Some 
methods require large apparatus’ such as superconducting 
magnets or aligned optics. With the advent of electrical 
detection we have a means for real-world integration of these 
devices since the simple circuitry required lends itself to 
packaging. All that is required is a capacitor and inductor. 
In the past, electrical readout was limited by small signal 
detection. We fabricated device arrays with varied resonator 
geometries in attempt to increase the signal. The goal of these 
geometries was to reduce the motional resistance, which is 
the figure of merit in our experiment. 

The motional resistance equation can be seen in Figure 1. 
Variable d is the sacrificial oxide thickness, m is the resonator 
mass, w0 is the angular frequency, Vg is the voltage applied to 
the resonators, Cg is the resonator capacitance, and Q is the 
quality factor.
We attempted to reduce motional resistance by changing the 
resonator geometries and etch hole orifices, which altered 
the variables m, w0, and Cg. We also grew varying oxide 
thicknesses, which reduced the distance (d) and increased the 
capacitance (Cg). The resulting correlations gave the oxide 

thickness a fourfold effect on the motional resistance, making 
it one of the most important aspects of our devices. However, 
if we created a thickness too thin, the devices would not 
resonate properly and stick to the silicon wafer.

Experimental Procedure: 
An array of devices, including different geometries and 
different etch hole sizes, were fabricated on each die. The etch 
holes were created using a reactive ion etch. A buffered oxide 
etch was then used to release the resonators from the oxide. 
The most important devices from fabrication were our 
“drums,” a flat membrane with a single etch hole. This 
device can be seen in Figure 2. The light areas correspond 
to where the device is released from the wafer. The drums 
were created with etch hole diameter’s varying from 2-10 µm,  
in 2 µm increments. Actual membrane diameters measured 

Figure 1: Motional resistance equation.

Figure 2: 4 µm etch hole drum resonator.
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approximately 20 µm. The drums were comprised of 
polysilicon grown on silicon dioxide. The polysilicon was N+ 
doped, made tensile (in order to create a flat membrane) and 
grown to approximately 330 nm. Oxide thicknesses of 645, 
223, and 95 nm were the targets, with 223 nm being the only 
viable resonator.
An LC impedance matching circuit was used to detect the 
electrical signal. The resonators were placed under vacuum. 
By interchanging capacitors and inductors, the circuit was 
matched to the resonance frequency of each resonator. Using 
LabView, the quality factor and resonance frequency was 
then calculated. With these variables we did back calculations 
to get the motional resistance. 

Results and Conclusion: 
There was a definite trend when comparing etch hole diameter 
and signal strength. As etch hole size was decreased so did 
motional resistance (Figure 3), which indicates that a smaller 
etch hole produces a larger signal. We also discovered that 
the quality factor of our devices was independent of etch hole 
size. The actual drum diameter was independent of etch hole 
size as well. 

Figure 3: Motional resistance vs. etch hole diameter.

Future Work: 
Since the largest factor for motional resistance is oxide 
thickness, it is our greatest chance for increasing the signal. 
Therefore, going for an even smaller oxide thickness would 
increase the signal. Work could also be done to create an even 
smaller etch hole to see the results: a larger increase in signal 
power, no increase in signal power, or simply diminishing 
return in signal power. Lastly, multi-hole membranes should 
be studied to see how their geometries affect the electrical 
signal.
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Abstract/Introduction:
Gold nanoparticles with diameters of approximately 5-100 nm can exhibit localized surface plasmons, which are 
quantizations of oscillations in the electric field and charge distribution of the particles. We attempted to use such 
“plasmonic” nanoparticles to enhance the emission intensity of two phenomena: quantum dot fluorescence and 
light emission from metal-insulator-metal (MIM) tunnel junctions (TJs), as elaborated below.
(1) One goal of this project was to enhance the fluorescence of quantum dots, which hold promise for medical 
imaging, by taking advantage of the strong local electric field around metallic nanoparticles. In this project, 
enhancement was attempted using 50 nm gold nanoparticles, ~ 5 nm CdSe/ZnS quantum dots and a 10 nm SiO2 
spacer layer between the two to minimize fluorescence quenching. The intensity and rate of fluorescence was 
observed to increase by approximately two-fold. 
(2) In a tunnel junction, electrons tunnel through a thin oxide layer placed between two metals with a potential 
difference. Lambe and McCarthy [1] observed light emission from Al/Al2O3/Au junctions roughened with the use 
of a MgF2 layer, due to coupling of surface plasmons generated by tunneling electrons to light. 
In this project, gold nanoparticles (Au-NPs) were investigated as a means of increasing the surface roughness of TJs 
to enhance light emission. Several Au-NP deposition methods were attempted, but in all cases the emission intensity 
was insufficient to obtain spectra before or after deposition. Nevertheless, unusual light emission characteristics 
were observed from TJs roughened with MgF2. 

spacer layer of silicon dioxide (SiO2) was deposited on top 
of the previous layer using evaporative deposition. Finally, 
a layer of 50 nm gold nanoparticles (Au-NPs) was deposited 
using several different methods. The simplest successful 
method consisted of putting a droplet of Au-NPs in ethanol 
solution on the desired surface and evaporating the solvent 
quickly using a microwave oven. Figure 1 shows a scanning 
electron microscope (SEM) image of such a deposited layer 
(using 50 nm Au-NPs).
Fluorescence spectra were measured using a monochromator, 
photomultiplier tube (PMT) and a lock-in amplifier. The 
fluorescence rates were also measured in order to verify 
enhancement. To accomplish this, phase fluorometry was used: 
a blue (465 nm) light-emitting diode (LED) was modulated 
at frequencies of 1-5 MHz, and the phase shift between the 
modulated excitation light and the resulting fluorescence was 
used to calculate the fluorescence rate.
To test tunnel junction light enhancement, Al/Al2O3/Au TJs 
were constructed using the same procedure as Lambe and 
McCarthy [1]. 10 nm nanoparticles were deposited onto 
several TJs using two methods. In the first method, a droplet 
of nanoparticles in ethanol solution was simply placed onto 
the junction. The second method involved using a method 
developed by Pang et. Al [2] in which nanoparticles in poly-
(dimethylsiloxane) (PDMS) form a monolayer on a water 

Figure 1: SEM of a 50 nm Au nanoparticle 
layer deposited by a droplet evaporation method.

Experimental Procedure:
To enhance quantum dot fluorescence, arrays of quantum dots 
and nanoparticles were built. First, cadmium selenide (CdSe)/
zinc sulfide (ZnS) quantum dots with an absorption peak of 
522 nm were spin-coated onto a glass slide. Next, a 10 nm 
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interface. Other TJs were “roughened” by first evaporating a 
rough MgF2 layer (with an rms period of ~ 100 nm) onto the 
substrate and constructing the TJ on top of  this “roughened” 
substrate.
The junctions were connected to a voltage source, with a 
positive bias applied to the gold side, and light emission was 
observed. Light emission spectra were measured at different 
excitation voltage.

Future Work:
Further enhancement of quantum dot fluorescence should be 
achievable by optimizing the SiO2 spacer thickness or the 
type and sizes of quantum dots and Au-NPs used. Moreover 
improved theoretical models need to be developed.
Further methods of nanoparticle deposition on tunnel junctions 
should be evaluated in order to attempt to obtain spectra. In 
addition, the spectral shift observed on some junctions should 
be investigated in order to determine the structural changes 
involved.
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Figure 2 shows fluorescence spectra of the quantum dots 
with and without the Au-NP layer. An approximately 
two-fold increase in fluorescence intensity is evident. 
Additionally, preliminary phase fluorometry results indicate 
that the fluorescence rate of the quantum dots increased 
from approximately 8 × 107 s-1 to approximately 13 × 107 s-1, 
presumably due to increased coupling to the Au-NPs. 
Measurement of tunnel junction emission enhancement 
was less successful; the intensity of the light outputs from 
“nominally” smooth junctions with Au-NPs was too low 
to measure reliably. However, as stated above, the brighter 
light emission obtained from junctions roughened with MgF2 
was easier to quantify with spectral measurements. Some of 
these junctions exhibited an interesting phenomenon; their 
light output intensity and spectra changed drastically as the 
excitation voltage increased to 4.1 V, as seen in Figure 3. 
However, the shape of the spectra characteristics did not revert 
back to the originally observed spectra when the voltages 
were subsequently lowered, suggesting a permanent change, 
possibly caused by heat or high current density.

Figure 2: Fluorescence spectra of 522 nm CdSe/ZnS quantum dots 
(QDs) with and without 50 nm Au nanoparticles (Au-NPs) and a  
15 nm spacer layer between the QDs and the Au-NPs.

Figure 3: Emission spectra of a MgF2 roughened Al-Al2O3-Au tunnel 
junction as a function of the voltage applied across the junction.
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Abstract:
Room temperature photo-luminescent (PL) silicon nanoparticles (Si-nps) have been shown to emit across the 
visible light spectrum (400-800 nm) and have been used in light emitting diodes (LEDs). These same particles 
may be used as the active medium in a laser if they exhibit optical gain. This research focuses on determining 
if these particles produce net stimulated emission by utilizing a frequency doubled titanium-sapphire laser in a 
pump-probe configuration. With a pump wavelength of 400 nm and a probe of white light incident on a solution of 
hydrosilylated Si-nps in toluene, absorption across spectrum dominates any stimulated emission present. 

 

Introduction/Background:
The focus of this research is whether photo-luminescent (PL) 
silicon nanoparticles (Si-nps) exhibit enough optical gain 
to produce a lasing medium. The Si-nps tested are created 
through silane (SiH4) plasma by Dr. Stephen Campbell’s 
and Dr. Uwe Kortshagen’s groups, both of the University 
of Minnesota. Unlike bulk silicon that does not emit light 
because of its indirect band gap, these particles emit across 
the visible spectrum when optically excited [1]. The emission 
spectrum is dependent on the particle’s size: the smallest 
particles at 3 nm emit blue light while larger particles, 5-6 
nm, emit red light [1]. The size of the particle is determined 
by the residence time within the initial plasma and whether or 
not there is an etching plasma. The residence time is altered 
by changing the flow rates of the SiH4 and Argon (Ar) in the 
initial plasma and etching requires a sulfur hexafluoride (SF6) 
plasma [1]. As the wavelength decreases so does the quantum 
yield (QY): deep red (> 800 nm) QYs of 70% have been 
realized and blue QYs rarely reach 5% [1,2]. These particles 
have been used in light emitting diodes (LEDs) but because 
of the poor electro-luminescence of the Si-nps efficiencies 
are < 2% [3,4]. Because these Si-nps have high quantum 
efficiencies they are proposed to exhibit enough optical gain 
to allow an optically pumped laser to be produced. 
 

Experimental Methods:
To test for the optical gain of these Si-nps, a solution of the 
particles was opted for testing procedures. Suspending the 
Si-nps in toluene required the particles to be hydrosilylated 
which is accomplished with the use of the ligand dodecene 
[2]; this process replaces the hydrogen terminated surface of 
the Si-nps with carbon disallowing the particles to aggregate. 
The dried, oxygen-free hydrosilylated particles were then 

suspended in toluene with a necessary optical density of 
approximately 0.2dB in a 1 mm static cell at 400 nm. 
Several samples of particles were utilized to determine the 
concentration of Si-nps that was necessary to achieve a 0.2 
dB optical density which would provide adequate signal. Two 
milliliters of solution were initially produced by using a 1 
mL syringe; this solution had a concentration between 8 and 
10 mg/mL. One mL was removed from this oxygen free vial 
and placed in a second non-evacuated vial. The original vial’s 
concentration was then halved by injecting 1 mL of toluene in the 
vial and then sonicating the solution for two minutes. Another 
milliliter was removed and placed in a third vial for testing; this 
process was performed until a concentration of approximately 
1 mg/mL was achieved. These different concentrations were 
then tested for their absorption characteristics in an Olis Cary 
14 spectrophotometer. Figure 1 illustrates the absorption 
characteristics of different concentrations of Si-nps. From this 
information a concentration of approximately 2 mg/mL was 
chosen for testing. (See Figure 1.)

Figure 1: Optical density data for Si-nps.
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The correct concentration colloid was then tested using a 
frequency doubled titanium-sapphire laser. The pulsed laser 
was incident on a static cell with a thickness of 1 mm which 
housed the colloid; 400 nm light was utilized for the pump 
and white light was used for the probe. Time delays of 500 fs,  
1 ps, 10 ps, 50 ps and 500 ps were tested at five minute 
collecting times and a control delay of -5 ps was used. 
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Figure 2: Spontaneous emission spectrum.

Results and Analysis:
Figure 2 summarizes the spontaneous emission of the tested 
particles showing a peak wavelength of 750 nm and a QY 
of 8%; this data was obtained with the use of an integrating 
sphere. Figure 3 illustrates the results of a representative test 
performed and depicts changes in the optical density—positive 
numbers exhibiting net absorption and negative values depict 
emission. Absorption dominates any emission present which 
is apparent because all the values are positive. Stimulated 
emission is expected at the wavelength of spontaneous 
emission which can be observed in the reduction of the 
absorption around 750 nm. Although stimulated emission is 
present in these Si-nps the emission cross section is dominated 
by absorption. 
 

Conclusions and Future Work: 
From the experiments performed thus far on the Si-nps, 
it appears optical gain is not observable with the current 
particles—implying laser applications are not feasible. If 
the quantum yield can be increased or stronger population 
inversion can be obtained there may still be a possibility of 
getting net emission which allows for future work. 

Figure 3: Pump-probe analysis of Si-nps.
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Introduction:
The focus of this summer project was the light coupling of 
chips. The Lipson group uses tapered fibers to bring laser 
light close to the edges of the chips they work with. The light 
is then coupled into waveguides patterned onto the surface of 
the chip. Each of these chips is fabricated as one of many on 
a wafer and, after fabrication, wafers have to be diced into 
the separate chips. This dicing procedure leaves very rough 
edges, which are not conducive to efficient light coupling. 
Therefore, after dicing, the edges of each individual wafer 
needs to be polished smooth. The polishing process takes 
about two hours per chip. The purpose of this research was 
to replace the dicing and polishing with a process that would 
leave smooth edges for better light coupling and, hopefully, 
reduce the amount of time needed. To this end, we decided to 
use an etching method. 
The wafer we used was a silicon wafer with 3 µm of silicon 
dioxide grown on the surface. The waveguides would be 
patterned into this layer of silicon dioxide. The theory was 
that we could pattern the waveguides to be slightly longer 
than needed, then etch trenches through the layer of silicon 
dioxide into which it was patterned. The trenches would 
intersect the ends of the waveguides, exposing the edges. Then 
we would etch down into the silicon substrate, far enough that 
we could cleave the wafer without damaging the waveguides. 
This process is depicted in Figures 1 and 2. If the sidewalls 
of the trenches are smooth, then the exposed section of the 
waveguide should be able to couple light effectively.

Experimental Procedure:
The first part of this process was resist characterization. We 
used SPR220-3.0 to get a 3 µm layer resist. The exposure 
dose was first characterized on the EV 620, and the resist 
development was also characterized. An exposure time of 3.0 
seconds with a 90 second development (in MIF 300) were 
found to be optimal. 
The next step was to characterize the etch rate of a whole 
wafer. For this process we used two machines: the Oxford 
100 for silicon dioxide etching, and the Unaxis 770 for deep 
silicon etching. We evaluated the etch time to be 24 minutes 
for the Oxford, and the Unaxis etch required 150 to 170 etch 
cycles to go through approximately 120 µm of silicon. 

Figure 1: Diagram showing waveguides
(white) and etched trenches (black).

Figure 2: Cross-section of chip with exposed waveguide.
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This etch process also had to be characterized on a piece 
of wafer. The etch time remained the same for the Oxford, 
however it decreased dramatically for the Unaxis as expected 
due to etch loading. We initially had been using virgin silicon 
wafers as carriers for the sample and, as a larger Si area is 
exposed during the etch, this increased the etch time. The etch 
loading was resolved by using a Si wafer which had a ~ 3 µm 
thick thermal oxide layer grown on it.
Since the HTG exposure tool is better suited to handle pieces, 
we had to perform a dose test on it as well. Before doing so, 
since we realized that a thicker resist was required so that 
the samples could undergo the etch steps (since the initial 
oxide etch had to remove ~ 5 µm), a thicker resist layer was 
necessary. To this end, since the oxide etch time needed to be 
48 minutes, we decided to use SPR220-4.5 to get a 6.7 µm 
resist layer. After solving adhesion problems by lengthening 
the soft-bake time and adding a rehydration period, we 
characterized the exposure and development.
Our next major problem was reticulation. Our initial etch 
tests were performed with relatively thin photoresist layers, 
but the 6.7 µm resist was near the range of thicknesses which 
required a change in process. After the development, we left 
the chip in a 90°C oven for approximately 4 hours to allow for 
any solvent remaining from the developer to evaporate. We 
also needed to etch in 6 minute intervals, leaving time for the 
sample to cool down between the etches. It was at this point 
that the Unaxis 770 went down, and remained unusable for 
the remainder of the summer. 

Future Work:
The next step in our process would be to etch 125 µm diameter 
trenches into the chip intercepting and running parallel to the 
ends of the waveguides. This would act as a fiber holder, 
allowing the tapered fibers to sit close to the etched-through 
and exposed ends of the waveguides. Also, this set-up would 
make for more efficient packaging of the chip after the entire 
process was completed.
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Figure 4: Diagram of chip with etched  
fiber-holder and exposed waveguide.

Figure 3: SEM image of trench sidewall.

We were unable to complete the project and verify that the 
side-wall was indeed smoother. We were, however, able to 
get some SEM images of the sidewalls that looked promising, 
one of which is shown as Figure 3. The entire process took 
approximately 8 hours for a wafer, which may or may not be 
comparable with the original dice and polish process that took 
2 hours per chip.
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Abstract:
Transparent conductors such as indium tin oxide (ITO) are used extensively in a wide range of optoelectronic 
devices. ITO is used in virtually all organic photovoltaic cells, which are of interest based on their potential for 
low-cost manufacturing on flexible substrates. Unfortunately, the high cost and brittle nature of ITO limit its 
application in organic solar cells, motivating the search for transparent, conductive thin-film alternatives. To 
address this challenge, we investigated nanostructured thin metal films that take advantage of surface plasmon 
resonances that can increase transparency relative to a flat metal film of the same thickness, while retaining nearly 
identical electrical conductivity. Structures of interest include metal films with semi-ordered arrays of holes 
producing a tight mesh. The nanostructuring is performed using mask-less lithographic techniques using a block 
copolymer that creates nanoscale features on the substrate. Selective etching of the self-patterned polymer followed 
by deposition of metal on top of the structure was used to produce a surface texture that will hopefully increase the 
transparency of the electrode.

Introduction:

Organic semiconductors have shown to be promising for 
many novel solar cell designs due to their inherent flexibility 
and potential to be processed at room temperature and 
pressure [1]. One of the most difficult aspects of constructing 
efficient organic solar cells is finding contact materials with 
good conductivity and transparency as well as an acceptable 
work function for good carrier injection [2]. For the cathode, 
a very low-work-function material is typically required, and 
this is usually a thick layer of lithium fluoride or metal. The 
anode can be made of a large variety of high-work-function 
materials, leading to the use of doped semiconductors like 
ITO and highly conductive metals such as silver. 
Recent research has focused on creating nanopatterned metal 
films which are transparent, conductive, and flexible [2]. 
Our experiment attempts to use polystyrene-b-polyisoprene 
(PS-PI), a self-assembling block copolymer, and reactive ion 
etching to transfer a periodic pattern onto a metal thin film. 
The periodicity of this structure is as small as 40 nm and 
has the possibility of enhanced solar cell efficiency through 
surface plasmon resonance (Figure 1) [3,4].

Experimental:
Glass substrates were cleaned with a sequence of rinsing 
in deionized water, acetone, and isopropanol. Polystyrene-
b-polyisoprene purchased from Polymer Source Inc. was 
dissolved in toluene to create a 0.5% solution by mass. This 
solution was spun onto 3″ × 2″ glass substrates at 3000 rpm for 
30 sec and annealed in vacuum for 12 hours at 125ºC.  After 

reactive ion etching with fluorine plasma for 10 sec, atomic 
force microscopy (AFM) was used to observe the surface 
pattern (shown in Figure 2). Electron beam evaporation was 
then used to deposit 2 nm of nickel and 15 nm of silver over 
the pattern. The nickel acts to increase adhesion of the silver 
to the sample. The pattern was then observed using AFM once 
again (shown in Figure 3). A 3-dimensional representation of 
the final structure is shown in Figure 4.

Results and Conclusions:
After spinning the PS-PI solution onto glass substrates and 
annealing the films, the film thickness was measured to be 50-
60 nm. Etch rates of the PS-PI film under the fluorine plasma 
etch were measured, and results revealed a 2 nm/sec etch rate. 
A 10 sec etch was used to completely etch the polystyrene 

Figure 1: The surface plasmon generated in the structured 
metal film increases exciton generation near the electrode.
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matrix, while leaving behind a ~ 30 nm thick layer of the 
more robust polyisoprene spheres. Results of the fluorine etch 
are shown in Figure 2. The image is slightly distorted due to 
sample drift, but spherical structures are clearly visible on the 
surface. Figure 3 was taken after e-beam evaporation of nickel 
and silver. The image shows that the pattern was not lost.
Sheet resistances for the structured metal film were compared 
to those of an identical metal film deposited on clean glass. 
The structured metal film had an average Rs = 2.82 W/ 
whereas the planar metal film had an average Rs = 2.89 W/. 
These results demonstrate that the surface texture does not 
reduce the film’s conductivity.

Future Work:
Devices should be built using the thin films created in this 
experiment as electrodes in order to measure their effectiveness 
in enhancing solar cell efficiency. A key to this is to increase 
the transparency of the metal film. Since the films created in 
this experiment are continuous, their transparency could be 
increased by etching the raised polyisoprene spheres to lift off 
the silver from those points.
Modifications on the attained metal film structure for future 
work could include an increased concentration of PS-PI in the 
initial solution to increase the concentration of polyisoprene 
spheres on the surface. This would increase plasmonic effects 
as well as increase transparency. An inverted PS-PI structure, 
where the spheres are etched more rapidly than the matrix 
would also prove useful for new fabrication methods. This 
could be accomplished by using a polar solvent to invert the 
PS-PI or by selectively etching the other PS-PI constituent, 
polyisoprene.

Acknowledgements:
I would like to thank Sandrine Martin, Professor Shtein and 
his research group, and my mentor, Denis Nothern for their 
assistance and support. I also gratefully acknowledge the 
support of the Lurie Nanofabrication Facility and the financial 
support of the National Nanotechnology Infrastructure 
Network Research Experience for Undergraduates Program 
and the National Science Foundation.

References:
[1]	 Hadipour, A.; Adv. Funct. Mater.; 16, 1897 (2006).

[2]	 Kang, M. G.; Adv. Mat.; 13, 1 (2007).

[3]	 Park, M.; Science; 276, 1401 (1997).

[4]	 Morfa, A. J.; Appl. Phys. Lett.; 92, 013504 (2008).Figure 2, top: AFM image of self-assembled 
polyisoprene spheres after fluorine plasma etching.

Figure 3, middle: AFM image of metal film deposited 
on top of the polyisoprene spheres shown in Figure 1.

Figure 4, bottom: Desired final product; a thin metal 
film deposited on the self-assembled structure.



page 108	 2008 NNIN REU Research Accomplishments

O
P

T
S

Endomicroscopic Two-Photon Luminescence Imaging of  
Cancer Cells Using Molecularly Targeted Gold Nanocages

Alice F. Meng
Biomedical Engineering, Washington University in St. Louis

NNIN REU Site: Center for Nanotechnology, University of Washington, Seattle, WA
NNIN REU Principal Investigator(s): Xingde Li, Department of Bioengineering, University of Washington
NNIN REU Mentor(s): Yicong Wu, Department of Bioengineering, University of Washington
Contact: afm3@cec.wustl.edu, xingde@u.washington.edu, yicong@u.washington.edu

Abstract:
Gold nanoparticles have been attractive as a new class of contrast agents for optical imaging of biological tissue. 
In this study, we demonstrate the use of gold nanocages with ~ 60 nm diameter as bright contrast agents for the 
two-photon luminescence (TPL) imaging of cancer cells. A breast cancer cell line, SK-BR-3, which overexpresses 
epidermal growth factor receptor HER2, was used to test the molecular specific binding of bioconjugated gold 
nanocages. Real-time TPL imaging of the monolayered SK-BR-3 cells was performed with a miniature nonlinear 
optical endomicroscope system. Overall, molecularly targeted gold nanocages are promising as contrast agents for 
in vivo optical cancer diagnostics combined with nonlinear optical endomicroscopy.

Introduction:
Gold nanoparticles have become a new class of contrast agents 
in biological imaging because they are biocompatible and their 
surface plasmon resonance peak can be precisely controlled 
over a broad spectrum by changing their sizes and shapes [1]. 
Gold (Au) nanocages, in particular, are being studied because 
their optical resonance wavelengths can extend more easily to 
the near-infrared spectral region. Our studies have shown that 
the nanocages can be used as contrast agents in spectroscopic 
OCT imaging [1]. Recent results have also demonstrated that 
the gold nanocages are effective photo-thermal transducers 
and can be used for cancer diagnosis and therapy [2]. 
In this study, we observed that gold nanocages exhibited 
strong two-photon luminescence signals. Similar to gold 
nanorods, the metal nanoparticles can absorb two photons 
simultaneously and generate electron-hole pairs; then the 
electron-hole pairs can be recombined, emitting new photons 
[3]. Furthermore, we demonstrated the application of gold 
nanocages in cancer cells with a homemade 
nonlinear endomicroscope system.

Experimental Procedures:
First, gold nanocages were synthesized using 
a galvanic replacement reaction between silver 
nanocubes and chloroauric acid (HAuCl4). The 
size and wall thick-ness of the nanocages was 
controlled by varying the amount of HAuCl4 added. 
Figure 1(a) shows a typical scanning electron 
microscope (SEM) image of gold nanocages with 
60 nm diameter. 

Figure 1: SEM images of (a) gold nanocages and 
(b) SK-BR-3 cell targeted with bio-conjugated gold nanocages.

Next, these nanocages were functionalized to succinimidyl 
propionyl poly (ethylene glycol) disulfide (NHS-activated 
PEG, M.W. = 1,109) by creating an Au-S linkage and then 
bonded to primary amine of the anti-HER2 antibody [4]. These 
molecularly targeted gold nanocages were then conjugated 
to SK-BR-3 breast cancer cells that overexpress the HER2 
growth receptor. Figure 1(b) shows a typical SEM image of a 
SK-BR-3 breast cancer cell bioconjugated with nanocages.

Microscope System:
Images were obtained using a homemade nonlinear optical 
endomicroscope system. Figure 2 shows the schematic of 
this system. Light centered at 810 nm was emitted from a 
femtosecond laser and directed through a double-clad fiber to 
the endomiscroscope probe with an outer diameter of 2.4 mm.  
The probe consisted of a double-clad fiber (for both delivery 
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of excitation light and collection of two-photon luminescence 
signals), a piezoelectric actuator (PZT) tube (for 2-D sweeping 
of the light on the sample), and a focusing lens (for focusing 
the light to the sample). In this endoscope, the frame rate 
was 3.3 Hz and about 160 µm scanning range on sample was 
achieved.

Results:
Figure 3(a) shows a typical two-photon luminescence image 
of the gold nanocages in a water solution. It is obvious that 
single gold nanocages are randomly distributed. Since they are 
not molecularly targeted to any objects, they do not form any 
patterns in the solution. Figure 3(b) shows the endomicroscopic 
TPL images of the SK-BR-3 cells conjugated with nanocages 
tagged with anti-HER2 antibodies. As can be seen, most cell 
membranes can be clearly identified, indicating the successful 
conjugation. Overall, the gold nanocages show strong two-

photon luminescence, but do not suffer photobleaching as 
organic dyes. Since they are more bio-compatible compared to 
quantum dots, the gold nanocages with the endomicroscopic 
TPL imaging are promising for in vivo application for early 
stage cancer diagnosis and treatment.

Conclusion:
Gold nanocages are shown to be promising contrast agents 
for TPL imaging of cancer cells. Ongoing research is being 
done with three-dimensional imaging of phantom tissue made 
from collagen gel embedded with cells and bioconjugated 
nanocages. Future research will be focused on in vivo 
application of bioconjugated nanocages in tissue diagnosis by 
using the technology of nonlinear optical endomicroscopy.
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Figure 2: Schematic of the fiber-optic scanning endomicroscope 
system. DCF: Double-clad fiber; DM: dichroic mirror; PBF: 
photonic bandgap fiber; PMT: photo multiplier tube; DAQ: Data 
acquisition system.

Figure 3: Two-photon luminescence (TPL) images of (a) gold 
nanocages of a 50 nm edge-length in water and (b) SK-BR-3 breast 
cancer cells targeted with bio-conjugated gold nanocages.
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Abstract:
Single-junction solar cells are approaching thermodynamic limits with peaked energy conversion efficiencies of  
~ 25%. These solar cells are limited to a theoretical efficiency of ~ 30% because single-junction solar cells, like silicon 
(Si) and gallium arsenide (GaAs), can only efficiently absorb photons with energy near the bandgap energy (Eg) of 
the material. Multi-junction solar cells avoid this limit by stacking several materials with different bandgaps, each 
absorbing a small portion of the solar spectrum at a higher efficiency. The theoretical efficiency of multi-junction 
solar cells is as high as 86% for an infinite stack. Bandgaps of indium gallium nitride (InGaN) alloys can span the 
solar spectrum enabling the design of nearly ideal multi-junction solar cells. The focus of this project is to optimize 
the p-ohmic contacts to InGaN/GaN solar cells to enhance device performance. Thin conductive films were used 
as current spreading layers in order to decrease contact resistance and enhance carrier collection. Devices with 
fill factors over 80% and with open circuit voltages near 2V were achieved. Performance was found to be more 
affected by the absorbance properties of the contact layers than their contact resistances.

Experimental Procedures:
In this project, we studied three contact schemes: one with 
no contact spreading layer and a Pd/Au (300Å/3000Å) grid 
contact, and two spreading layers, Ni/Au, and Ni/Ni/ITO 
(100Å/2500Å). For Ni/Au, the Ni was held constant at 50Å, 
but the Au thicknesses were 10Å, 50Å, and 100Å. Contacts 
were made by electron beam evaporation on nominally 10% 
InGaN that was grown using metal oxide chemical vapor 
deposition (MOCVD) by Michael Iza of the Materials 
Department at UCSB. The Al/Au (300Å/3000Å) n-contacts 
were also electron beam deposited. 
Those with contact spreading layers used Al/Au (300Å/3000Å) 
for grid contacts. The devices defined by mesa etching had 
an area of 250,000 µm2 and grid spacings of 25 µm, 50 µm, 
100 µm, and 166 µm. We used linear transfer length method 
(TLM) measurements to determine p-GaN specific contact 
resistance. Concurrently, sapphire substrates had the Ni/Au 
and Ni/ITO deposited on them. These were used to test the 
light transmission of each spreading layer. Current-voltage 
measurements were made using an Oriel solar simulator 
with a Xe lamp coupled to a fiber optic cable. All light 
measurements were conducted using an AM0 filter and were 
considered concentrated. Figures of merit from the current-
voltage measurements were: short circuit current density, Jsc, 
open circuit voltage, Voc, and fill factor, FF. The FF relates the 
maximum working power density achievable by the solar cell 
and the power defined by the Jsc and Voc.

Figure 1: Device structure.

Introduction:
There are only a few reports of InGaN solar cells [1] and there 
is much to be studied before high efficiency multi-junction 
solar cells can be achieved. For high efficiency cells, there is 
a balance between creating electron hole pairs and extracting 
usable photocurrent. P-type GaN is a difficult material to 
contact because of its large bandgap and lower hole mobility. 
A possible solution is to use a contact spreading layer for 
increased carrier collection. The device structure is shown in 
Figure 1. The problem with depositing anything on the cell is 
that it will decrease the amount of incident light transmitted 
into the cell. For solar cells we must balance transparency and 
conductivity.
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Results and Conclusions:
The transmission test (Figure 2) shows that the Ni/Au 50Å 
/10Å sample had the highest transmission percentage. The 
Pd/Au sample was not tested because we assumed that the 
transmission was ~ 100% since no spreading layer was 
used. The Ni/ITO transmission was worse than both the Ni/
Au 50Å/10Å and the Ni/Au 50Å/50Å samples in the region 
where the solar cell has peak External Quantum Efficiency 
(EQE).

The product of FF, Jsc and Voc, or maximum power density, 
gives us the cell power efficiency when divided by the power 
of the incident light. Pd/Au has the higher measurements 
for Jsc, 0.8 mA/cm2, and Voc, 2.4V averages, even though FF 
was lowest. The Pd/Au sample has the higher power density 
maximum (Figure 4) at approximately 10.5 mW/cm2.
The results show that the metal contact spreading layer 
decreases series resistance and increases FF. It also decreases 
the amount of light that reaches the solar cell shown by 
the decrease in transmission. This decrease in usable light 
reduces the photogenerated current density which lowers the 
Jsc and Voc. This decrease eliminates the benefits of the lower 
series resistance and decreases the efficiency of the solar cell. 
Therefore, the Pd/Au contact scheme performed better in 
these circumstances with higher efficiency.

Future Work:
The use of different metals for ohmic contacts to p-GaN for 
solar cells should be studied. Determining whether different 
surface treatments prior to deposition of the metal can help 
lower resistance can also be investigated. In this project 
we used a 1:3 mixture of HCl and deionized water, other 
treatments such as boiling aqua regia may improve the contact 
between the metal and p-GaN.
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Figure 2. Optical transmission of contact layers.

Figure 3. Specific contact resistivity of contact layers to p-GaN.

Figure 3 shows the average p-contact resistance of the samples. 
The Ni/Au contact schemes had lower specific resistivity 
(~0.5 Ω/cm2) than Pd/Au or Ni/ITO. Since FF is affected by 
series resistance and leakage current, the low series resistance 
compared with Pd/Au and Ni/ITO allowed the Ni/Au samples 
to have FF near 80% while the Pd/Au was closer to 56%. The 
contact layer seems to have a beneficial effect on the series 
resistance.

Figure 4: Maximum working power density.
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Introduction:
A chemical sensor can be created based on optical planar 
waveguide interferometry. Since waveguides have evanescent 
fields sensitive to index of refraction changes, optically 
combining a guided sensing beam with a reference beam 
generates an interference pattern that depends on the relative 
phases of the two beams. Applying a chemically selective film 
over the sensing arm of the interferometer provides the basis 
for a sensor (Figure 1). While achievements have been made 
using grating-coupled silicon nitride waveguides [1], further 
research is needed in development of inexpensive and more 
versatile fabrication methods. In particular, fabrication of the 
grating couplers poses the greatest challenge, as the line width 
of the gratings is only 360 nm. Nano-imprint lithography offers 
a solution to this problem, with the ability to replicate three 
dimensional patterns inexpensively at nanometer resolution. 
Using standard and grayscale electron-beam lithography, 
imprint templates for both the standard square grating and 
blazed gratings were successfully fabricated.

Experimental Procedure:
The process development consisted of two basic stages. The 
first was creating the imprint template by electron-beam 
lithography (EBL). The second was transferring the pattern 
into quartz via nano-imprint lithography (NIL). EBL required 
the determination of exposure, developing, and plasma 

etching parameters, while NIL required the determination of 
imprint, exposure, and plasma etching parameters.
Silicon was chosen as the template material because of its low 
cost and compatibility with EBL. Hydrogen silsesquioxane 
(HSQ) was chosen as the resist due to its high etch selectivity 
over silicon (~ 8.5:1). While contrast data for HSQ for various 
developer concentrations and immersion times has previously 
been collected, this data does not account for over-exposure 
due to back-scattered electrons from the substrate (proximity 
effect). Because of this, writing multiple grating patterns 
with a wide range of doses and developing parameters was 
necessary to determine a reliable process. 
The proximity effect can be accurately modeled by a Gaussian 
distribution with a half-maximum radius of 31.2 µm. With 
the smallest dimension of the sensor couplers being 200 µm, 
the majority of the couplers’ area will have the maximum 
over-exposure from the proximity effect. Appropriate sized 
test patterns were determined to have dimensions of 200 µm 
by 200 µm and verified by numerical computation of the 
proximity effect in MATLAB, showing that an approximately 
100 µm by 100 µm area in the center of these patterns 
would show the maximum proximity effect (Figure 2). The 
patterns were written with doses ranging from 290 µC/cm2 
to 1680 µC/cm2 on multiple wafers with resist thicknesses 

Figure 1: Schematic of the optical interferometric sensor.

Figure 2: SEM of square grating test patterns (HSQ on Si).
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ranging from 45 nm to 105 nm. These were then developed in 
tetramethlyammonium hydroxide (TMAH) in concentrations 
ranging from 2.3% to 25% with times from 7 seconds to 70 
seconds. 
Several successful formulas were found after these patterns 
were etched in a Cl2/Ar based inductively coupled plasma and 
remaining resist was stripped. The optimal formula was found 
to be exposure with 290 µC/cm2, 45 nm resist thickness, and 
development in 2.3% TMAH for 70 s. The criteria for selecting 
this formula was based on minimizing cost of production: the 
shortest fabrication time with minimal material costs. 
Process development of the pattern transfer into quartz was 
the more difficult of the two stages. No previous work had 
been done towards this goal, so several imprint resists and 
etching gases were tested for selectivity. The first resist tested 
was polymethyl methacrylate (PMMA). This is a common 
thermally curable resist used for imprinting and is relatively 
inexpensive. The second was a proprietary UV curable resist 
(mr-UVCur06) from Micro Resist Technology. Both of these 
resists were tested as quartz etch masks in two different types 
of inductively coupled plasmas. PMMA was ineffective as 
an etch mask for both etch recipes. The mr-UVCur06 resist 
proved to be much more effective. The Cl2 based plasma 
yielded low selectivity of ~ 4:1 over quartz, while the CF4/C4F6 
based plasma yielded a much higher selectivity of 1:1.33. 
The imprinting process was tested with arbitrary trench depths, 
but the sensor couplers require a trench depth of 70 nm for the 
maximum coupling efficiency of light to the waveguide. In 
order to accomplish this, accurate data was taken for the etch 
rates of both the resist and quartz substrate. Measurement of 
the resist etch rate was necessary because a residual layer 
of the resist remains after imprinting and must be etched 
down to the quartz surface. The required etch time was then 
calculated to be 65 s, and several substrates for actual sensors 
were fabricated.

Results and Future Work:
The square and blazed grating patterns for the waveguide 
couplers were demonstrated successfully with nano-imprint 
lithography. SEM images taken of the quartz after etching 
(Figure 3) show that the line widths are reproduced accurately 
to ± 2 nm. AFM images of the blazed grating template and 
etched quartz (Figure 4) show some degradation in pattern 
transfer. While the square and blazed grating shapes have 
been successfully transferred in quartz, there have yet to be 
any quantitative measurements of the coupling efficiency. 
The silicon nitride waveguide material will be deposited 
by plasma enhanced chemical vapor deposition (PECVD). 
A HeNe laser will then be used as the light source, and the 
relative intensity of light output from the waveguides will be 
measured by a CCD camera. 
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Figure 3: SEM of square grating pattern etched into quartz. Figure 4: AFM scans of a) HSQ template of blazed gratings, 
and b) blazed gratings etched into quartz.
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Abstract:
This work characterizes the propagation losses of 
passive silicon waveguides of 1.0 µm and 1.5 µm 
width fabricated using two different processing 
techniques, known as Etch #1 and Etch #2. The 
Fabry-Perot method of loss measurement was 
used to determine the losses and the reflectivities 
of each waveguide, and using that information, 
the effective indexes were also then found. The 
final results compare the losses and the indexes 
vs. the wavelength of light being transmitted 
through each waveguide. It was found that for  
1.0 µm widths, Etch #1 was less lossy, while for 
the 1.5 µm widths Etch #2 proved better.

Introduction: 
For decades now, silicon (Si) has been the material of choice 
for the fabrication of semiconductor devices. While electronic 
devices are widely fabricated on the Si platform, Si photonics 
devices are still under exploration because of the lack of 
efficient light source, which is mainly limited by the intrinsic 
indirect bandgap in Si. Researchers at Intel and at the University 
of California, Santa Barbara, have already demonstrated a 
hybrid Si evanescent platform where III-V epitaxial structures 
are bonded to silicon-on-insulator (SOI) wafers so that the 
optical mode inside the III-V region can be manipulated by  
changing the Si waveguide dimensions. The confinement 
factor inside the III-V layers can thus be changed for different 
photonic devices such as lasers, amplifiers, modulators, and 
photodetectors. As the waveguide dimension shrinks, based 
on the requirement for larger confinement factor in III-V, 
the propagation loss in Si waveguides are more affected by 
the fabrication process errors such as waveguide shape and 
sidewall roughness. In order for transmission to be most 
effective, the losses throughout the waveguide need to be 
minimized. In this work, two etching techniques with different 
amount of chlorine (CL2) and boron trichloride (BCL3) flow 
have been used to fabricate the Si waveguides. The focus 
of this project is to determine what the propagation loss is 
for these two methods, thereby determining which etching 
technique produces the lower loss.

Experimental Procedure:
Loss measurements were performed using the Fabry-

Figure 1: Etch #1 (top) and Etch #2 (bottom) 
waveguide dimensions.

Differences in gas, pressure, and power used for ICP etching. 

Perot interferometer technique, which involved making the 
assumption that the highly polished waveguide end facets 
acted like partially transmissive mirrors, effectively creating 
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a Fabry-Perot cavity between them. By coupling a tunable 
laser onto an end facet of the waveguide and performing a 
frequency sweep, the periodicity of the light exiting the 
waveguide can be viewed and used for data analysis. The light 
source was swept over a range of 100 nm, starting at 1525 
nm and ending at 1625 nm, and the data was sampled every  
25 nm over a range of 1 nm. The light exiting the waveguide 
was collimated with a 100x objective lens and sent through 
a dielectric beamsplitter, which separated the light into its 
transverse electric and transverse magnetic components, 
which were then each collected by a photodetector and sent 
on to an oscilloscope for viewing and data collection.
The waveguides were fabricated using different techniques,  
the biggest differences being a] the gasses present in the 
inductively coupled plasma (ICP) chamber, used for etching, 
and b] their relative pressures, a lower pressure resulting in 
smoother waveguide walls [1]. Two chips were fabricated 
using the two etching techniques. Each chip contained 
waveguides of differing widths, of which the 1.0 µm and  
1.5 µm widths were examined in this experiment. In Figure 1, 
#1 lists the differences in the ICP processing, and #2 lists the 
differences in the resulting dimensions.

Results:
Upon obtaining the Fabry-Perot graphs of the light exiting the 
waveguides, the noise present in the figures was filtered out, 
and then calculations were made to determine the intensity 
ratio (min/max intensity). This ratio was the then used with 
Equation 1, relating the loss coefficient and the reflectivity to 
the intensity ratio. By plotting the intensity function versus 
the length of each waveguide, the loss and reflectivity can 
then be determined from the slope and y-intercept of the fitted 
line on the resulting graph.
This process was repeated for every data measurement made 
for all the 1.0 µm and 1.5 µm waveguides on the 1.5 mm,  
2.5 mm, and 4 mm chips for both Etches 1 and 2. Table 1 
clearly lists the results of this analysis.
The equation that relates the measured values to the loss and 
reflectivity is given as:

Table 1: Differences in loss, reflectivity, and effective index for Etches 1 and 2 at different wavelengths and waveguide widths.

Equation 1: This equation relates the min/max 
intensity ratio to the reflectivity and the loss.

The waveguide losses followed a general trend of being the 
least lossy around 1550 nm, becoming more lossy the greater 
or smaller the wavelength becomes. Since 1550 nm is one of 
the two most common optical communication wavelengths, 
this result means that devices operating with either of these 
waveguides in place will have the greatest signal strength at 
that nominal wavelength.

Conclusions and Future Directions:
For now, it seems as though both fabrication techniques proved 
to yield rather similar results, although it would appear that 
waveguides fabricated using Etch #1 perform better than Etch 
#2 at a width of 1 µm, while the opposite seems to hold true 
for a width of 1.5 µm. However, it is unclear as to how much 
attenuation losses due to the roughness of the waveguides 
factored into the loss differences. To eliminate this, the 
fabricated waveguides should be examined after a baking 
process has performed during their fabrication, allowing for 
the photoresist to reflow (thereby smoothing out the sidewalls) 
before the fabrication process is fully complete.
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Abstract:
An accurate knowledge of heat transfer across semiconducting interfaces is critical to the performance of electronic devices. A 
phonon transport model capable of determining the thermal resistance at interfaces would provide better understanding of heat 
transfer issues in microelectronics materials, and also serve as a framework for designing new material interfaces. In this work, 
we examine phonon transport across a silicon-germanium interface using force constants based on first principles calculations. 
A density functional approach with a localized orbital basis set is used to determine the self-consistent charge and potential for 
bulk silicon, germanium, and a silicon-germanium interface. Once the equilibrium structure is determined, the interatomic 
force constants between atoms are extracted from a series of supercell calculations. With these interatomic force constants, the 
phonon dispersions for silicon (Si) and germanium (Ge) can be calculated and compared to experiment. The strength of the 
force constant as a function of distance between interacting atoms is also considered for the three systems. For bulk Si and Ge, 
we find that a large supercell (250 atoms) is required to generate phonon dispersions in good agreement with experiment. When 
plotted as a function of distance, the force constants generated between the displaced atom and its nearest neighbors (NN’s) 
along the interface were relatively higher than the force constants between the systems containing only silicon or germanium. 
We will also discuss how these first principle interatomic force constants can be incorporated into a non-equilibrium Green’s 
function approach to determine the interface thermal resistance.

Introduction:
Electronic devices that are made for consumer needs are 
expeditiously being created on the nanoscale [1]. As devices such 
as computer processors continue to be made smaller, the power 
density at semiconducting interfaces has increased dramatically 
as well. Interfaces are critical for removing heat from layers with 
a high power densities and thermal hot spots. Accurate modeling 
of the phonon movement across these semiconducting interfaces 
provides insight into the thermal resistance at these barriers. Building 
a phonon transport model capable of accurately calculating the 
thermal resistance at interfaces would provide greater understanding 
of heat transfer issues for electronic materials and help to design new 
materials that will optimize heat transfer. For this study we used the 
density functional theory program Spanish Initiative for Electronic 
Simulations for Thousands of Atoms (SIESTA) to determine the self-
consistent charge and potential for bulk silicon and germanium, and 
a silicon-germanium interface [2]. The interatomic force constants 
calculated between atoms within the each lattice system were 
extracted and used to generate a phonon spectrum and incorporated 
in a Green’s function to calculate the thermal conductance [1].

Procedure:
In order to accurately model the phonon transport across the silicon-
germanium interface, the model needed to be tested for bulk silicon 
and bulk germanium lattices. First, the lattice constant for the bulk 
silicon system were determined by relaxing the atomic spacing 
and plotting the energy of the system as a function of volume. 
The volume versus total energy curve was used to determine the 
equilibrium lattice constant and associated bulk modulus. This was 
done for bulk germanium as well. The obtained lattice constants and 
bulk modulus compared well with experimental data. Once accurate 
lattice constants for bulk silicon and bulk germanium were found, 
the unit cell for the each system was created. The unit cell for silicon 

contained parameters such as the lattice constant, the type of atoms, 
and the number of atoms within the unit cell. Once the unit cell was 
created a program called fcbuild was used to create the super cell 
lattice. The program duplicated an individual unit cell in the x,y,z 
directions to create a larger lattice composed of many identical cells 
[3]. The density functional theory program SIESTA was then run on 
the supercells for bulk silicon and bulk germanium. SIESTA used a 
localized orbital set to describe wave function of the crystal structure 
being tested. The program calculated the self-consistent potential 
and self-consistent charge of the lattice being tested, made an initial 
guess on the wave function that describes the atomic movement 
within the lattice, and calculated the total energy of the system. 

Next, SIESTA moved the central atoms within the lattice in six 
directions (positive and negative x,y,z) and calculated the band 
structures, total energy, and force constants between atoms with 
each atomic movement. Next, a program called vibra was used 
to determine the phonon spectrum based on the force constants 
generated from the SIESTA calculations [3]. This process was done 
for bulk silicon and bulk germanium lattices containing 54 atoms and 
250 atoms. The phonon spectrum generated for these calculations 
were compared to experimental data. Once the model produced 
accurate phonon spectrums for the bulk silicon and bulk germanium 
systems, the silicon-germanium interface was then created [4]. The 
unit cell for the interface contained twelve layers; the first five were 
germanium, the middle two were silicon, and the next five were 
germanium. 

Using SIESTA, the atomic positions near the interface were relaxed 
to their minimum force configuration. The program fcbuild was then 
run to create the large super cell containing 108 atoms. The same 
process as the bulk systems was done for the interface to calculate 
force constants and generate the phonon spectrum [5]. 
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Results:
Shown in Figures 1 and 2 are the phonon spectrum for the bulk silicon and bulk 
germanium lattices. Figure 1 shows the theoretical phonon spectrum and experimental 
data for a 54 atom and 250 atom silicon lattices. Figure 2 shows the theoretical phonon 
spectrum and experimental data for a 54 atom and 250 atom germanium lattices. Figure 
3 shows the calculated force constant plotted as a function of distance for bulk silicon 
and bulk germanium, while Figure 4 shows the force constant versus distance graph for 
the silicon-germanium interface.

Discussion/Conclusions:
It is shown from Figure 1 and Figure 2 that in order to provide accurate modeling of 
phonon movement for bulk silicon and bulk germanium using SIESTA, a supercell 
containing at least 250 atoms is necessary. This increase in accuracy is seen when 
the 54 bulk cases and 250 bulk cases are compared along the (-K symmetry line in 
the Brillouin zone. Along this line, the 250 atom silicon and germanium curves are 
in better agreement with the experimental data than the 54 atom curves [1,6]. The 
increase in accuracy makes sense considering when the density functional approach 
was implemented there was a larger sample size to approximate the phonon frequencies 
with their associative vectors for the 250 atomic supercell. Figure 3 shows force 
constants that were calculated form the density functional theory for a central atomic 
shift. The accuracy of the model is reaffirmed when looking at the force constants for 
the nearest neighbors (NN’s) of the shifted atom for the bulk silicon and germanium 
systems. The force constant values for the nearest neighbors for silicon are higher than 
germanium which is in agreement with their bulk modulus values. Figure 4 shows 
the force constant versus distance graphs for an in-plane atomic shift and out-of-plane 
atomic shift for a silicon atom in the middle layer of the silicon-germanium interface. 
It is seen that for the NN’s from the bottom graph of Figure 4 that the interface force 
constant values for the in-plane shift are very close to the force constant values for 
silicon. This makes sense considering that if an atom was shifted within the plane 
interactions with other silicon atoms would dominate. Consequently, there would be 
more variance in the force constants along the interface for an out of plane shift because 
there are more atomic interactions incorporated [6,7]. 

In conclusion, the model is now accurate enough to be tested on a larger silicon-
germanium. In the near future the phonon dispersions and force constants for the 
current interface will be used in a Green’s Function approach to calculate the thermal 
conductance. This will lead the model becoming more accurate in testing the thermal 
conductance across more complex interfaces [6,7]. 
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Figure 1: The phonon spectrum for bulk silicon. The black line represents the 54 atom system, 
while the red line represents the 250 atom system. The blue squares are the experimental data.

Figure 2: The phonon spectrum for bulk germanium. The black line represents the 54 atom system, 
while the red line represents the 250 atom system. The blue squares are the experimental data.

Figure 3: Force constant versus distance for 250 atom bulk silicon and bulk germanium. The 
black squares represent the silicon atoms and the red squares represent germanium atoms.
 

Figure 4: Force constant versus atomic distance for the 108 atom silicon-germanium interface. 
The black squares represent the silicon atoms, the red squares represent germanium atoms, and 
the blue squares represent the interface interactions. The top graph depicts an out-of-plane shift of 
silicon atom in the central layer while the bottom graph depicts an in-plane shift of an Si atom.



page 118	 2008 NNIN REU Research Accomplishments

P
H

Y
S

Fabricating a Magnetic Scanning Probe Microscope Tip

Sergio Oberlín González
Mechanical Engineering, University of Texas-Pan American

NNIN REU Site: Center for Nanoscale Systems, Harvard University, Cambridge, MA
NNIN REU Principal Investigator(s): Robert M. Westervelt, Ph.D., Applied Physics and of Physics, Harvard University
NNIN REU Mentor(s): Erin Boyd, Halvar Trodahl, Nanoscale Science and Engineering Center, Harvard University
Contact: sergy_gonzalez@hotmail.com, westervelt@seas.harvard.edu, eboyd@fas.harvard.edu, htrodahl@fas.harvard.edu

Abstract:
Electron spin in a quantum dot is an attractive candidate for spintronics and quantum information processing 
(QIP). However, the ability to controllably manipulate spin in quantum dot systems remains a challenge. One 
option is to use low temperature scanning probe microscopy (SPM) with a magnetic tip to influence spins in such 
systems. We present a method to fabricate a magnetic tip on an atomic force microscope (AFM) cantilever for use in 
a low temperature SPM. The method produces a fine samarium-cobalt (SmCo) tip that can generate a perturbative 
magnetic field to be applied to the sample when the tip is brought into proximity with a quantum dot. 

Introduction:
In conventional electronics, information is stored by charge 
[1], however, limits of lithographic processes are being 
reached and heat dissipation within integrated circuits is 
a problem. One alternative avenue that is being explored 
for computing is spintronics [2]. Information contained in 
electron spin current could move faster than information in 
conventional current, since only the spin of the electron would 
move rather than the electrons themselves [3]. Advantages of 
manipulating spin and spintronics technology, in comparison 
to conventional electronics, would be to greatly reduce heat 
in devices, decrease electric power consumption, and increase 
data processing speed. 
We developed a procedure for fabricating a magnetic atomic 
force microscope (AFM) tip that can be used in the low 
temperature SPM used in the Westervelt lab at Harvard 
University. This microscope runs at liquid He-4 and He-3 
temperatures, and has a magnet that can apply an external 
magnetic field of 7 Tesla to the sample and tip, therefore it is 
key that the tip be resistant to demagnetization. To manipulate 
spin, the tip should be 2-3 µm high and have a diameter of 
no more than 100 nm that will be used to apply a localized 
magnetic field to quantum dots with 50 nm diameter.

Materials and Processes:
The external magnetic field that can be applied in the SPM 
is 7T, thus the tip must be very resistant to demagnetization 
making SmCo an ideal choice for the tip material [4]. The 
cantilevers used are 250-350 µm long and 30 µm wide. We 
find and place on the cantilever particles that are 2-5 µm in 
width and at least 2 µm high. To create particles of this size 
we file a SmCo magnet then crush the filings with a mortar 
and pestle making a magnetic powder. Examination of this 
powder showed that particle sizes were appropriate for 

placement on the cantilever. Transferring a magnetic particle 
onto a cantilever is accomplished by making a probe using 
a glass capillary that is 6 inches long and 1 mm in diameter; 
the capillary is placed in a micropipette puller that produces 
a probe with a 10 µm diameter tip. Transferring a magnetic 
particle also requires an appropriate stage setup. This is 
carried out by using x,y and x,y,z stages. The probe is placed 
on the x,y,z stage that moves at a 5µm precision. All other 
materials go on an x,y stage (see Figure 1).
The epoxy used in this project is EPO-TEK 35ND which 
is appropriate for low temperature applications and will not 
shatter when exposed to the focused ion beam (FIB), discussed 
later in this report. 

Figure 1: Stage setup used to transfer a magnetic 
particle onto a cantilever on an AFM chip.
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not to inadvertently mill the cantilever. Also important, is that 
the FIB images with ions, which can potentially damage our 
sample, so we image at a low current of 10 pA and search 
for positions to begin milling. The ideal position for milling 
is when our view is perpendicular to the cantilever. With 
the object of interest in sight we adjust milling  current to 
150-180 pA and mill for approximately 60 seconds. These 
specifications worked well for fabricating a magnetic tip with 
tip diameter less than 100 nm (see Figure 4). 

Conclusions:
We have presented the techniques used to fabricate a magnetic 
SPM tip that could be used to manipulate spin in quantum 
dot systems. By following this procedure one can repeat this 
process and successfully fabricate a magnetic tip for future 
applications.
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Figure 2, top: A glass probe transferring 
a magnetic particle onto a cantilever.

Figure 3, bottom: A magnetic particle about 
3 µm across glued to the tip of a cantilever.

Working under a light microscope at 50x resolution, the 
probe is gently dipped into a drop of epoxy then repositioned 
to make contact with the cantilever leaving a small drop of 
epoxy. We attach a new probe to the x,y,z stage and focus on 
the wooden q-tip with the magnetic particles. The x,y stage 
is adjusted until a single magnetic particle is located on the 
q-tip. Taking advantage of Van der Waals forces, we remove a 
small magnetic particle from the q-tip by contacting the probe 
to a magnetic particle (see Figure 2) [5]; we select particles 
2-5µm in width and height (see Figure 3). Before the epoxy 
dries we place the attached particle 3/8 inch under a sintered 
ferrite ceramic magnet; this magnetic field repositions the 
particle on the cantilever so that poles are perpendicular to 
the cantilever. Twenty-four hours later samples are inspected 
with the light microscope to see if magnetic particles have 
repositioned and have a pole facing up. Samples are viewed in 
the scanning electron microscope (SEM) to verify there is only 
one magnetic particle on the cantilever. Appropriate samples 
are selected for the FIB; the FIB accelerates ions toward the 
sample and removes atoms in a process called milling. 
For this project we milled SmCo which is a heavier material 
than the silicon cantilever where it sat, so we had to be careful 

Figure 4: A SmCo magnetic particle milled into a tip.
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Abstract:
Graphene is a single layer of sp2-bonded carbon atoms arranged in a honeycomb lattice, which shows some unique 
electronic properties. Current field effect transistors based on graphene commonly use silicon dioxide/silicon (SiO2/
Si) wafers as a global back gate. In order to locally control the carrier type and density, we plan to fabricate a 
hafnium oxide top gate. Using e-beam lithography and atomic layer deposition (ALD), we patterned and deposited 
a 45 nm thick layer of hafnium oxide across single and bi-layer graphene.

Introduction:

As silicon electronics systems get smaller, they will eventually 
reach a limit as to how small their dimensions can become. 
There will be a need to find a new material with promising 
electronic properties on the nanoscale. Currently carbon-based 
materials display the most promise for these systems. Carbon 
nanotubes have many of the properties that are sought after 
in electronics, but controlling chirality and positioning the 
nanotubes for a circuit is difficult. A newly-discovered form 
of carbon-graphene, a two-dimensional material, shows great 
potential for applications in the electronic industry. Graphene, 
a single sheet of carbon atoms arranged in a honeycomb lattice, 
possesses a unique linear band structure and has higher carrier 
mobility than normal silicon devices. One way to make a p-n 
junction on graphene is to make a top gate oxide. 
In previous experiments with a top gate oxide on graphene, 
a precursor molecule was needed so that Al2O3 could be 
deposited on graphene [1]. The additional molecule layer 
between graphene and the oxide would change the properties 
of graphene; this is not ideal for a top gate material. Carriers 
are produced in graphene by applying an electric field. A 
positive electric field will cause graphene to be an N type 
carrier and a negative field will create a P type carrier. This 
property allows p-n junctions to be made on graphene. 
The process to make hafnium oxide (HfO2) top gates uses 
standard lithography techniques, so current semiconductor 
manufacturing equipment can be used.

Experimental Procedures:
Thin sheets of graphene were produced by using mechanical 
exfoliation. A piece of scotch tape was placed on highly ordered 
pyrolytic graphite (HOPG) and a layer of HOPG was peeled 
away. The tape was then folded in half and separated several 

times to spread out and cleave the graphite. The graphite was 
transferred to a silicon wafer coated with 300 nm of silicon 
dioxide. The surface of the tape was then rubbed gently with 
tweezers for 5-10 minutes, after which the tape was removed 
from the wafer. The wafer was then searched for thin layers 
of graphene using an optical microscope. Graphene could be 
optically identified on 300 nm thickness of silicon dioxide 
because graphene creates interference and contrast with the 
substrate.
After a suitable sheet of graphene was located, e-beam 
lithography was used to pattern the features for the top gate on 
graphene. After development of the e-beam resist, 45 nm of 
(HfO2) was deposited using ALD. ALD uses a two precursor 
gas system that alternates pulses of H2O and Hf(NMe2)4. The 
two gases are pulsed over the graphene surface and when 
they react they form HfO2. By changing the number of cycles, 
we are able to precisely control the thickness. The relatively 
low temperature of 110°C gave us a smooth film. Since ALD 
deposits a conformal layer, lift-off was more complicated. 
Lift-off was accomplished by soaking in warm (40°C) acetone 
for several hours.

Results and Discussion:
It was found that of the two standard recipes for making hafnium 
oxide (one 250°C and the other 110°C). They registered 
approximately 3 nm on the Roughness Measurement System 
(RMS) and 0.6 nm RMS respectively. The lower temperature 
recipe, therefore, yields a much smoother film. The roughness 
of the oxide film is important because it affects the evenness 
of the electric field and thus the carrier density. Even though 
graphite is hydrophobic, it was found that it is still possible to 
grow hafnium oxide on graphite without any coatings.
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Figure 1 shows an AFM image of a square 4 µm by 4 µm 
of HfO2 that was deposited on a few layers of graphene. 
The hafnium oxide thin film of has a consistent thickness of  
45 nm and conforms to the profile of the surface. Figure 2 
shows the roughness of hafnium oxide changes depending 
whether it is on silicon dioxide or graphene. A second sample 
(Figure 3) was deposited under the same conditions, but lift-
off consisted of only warm acetone. This yielded a cleaner 
SiO2 surface in addition to lifting off the HfO2. The HfO2 is 
still rougher on graphene then on SiO2. Figure 3 is an AFM 
image of the second trial. Figure 4 shows that the hafnium 
surface is still a little rougher on the graphene.

Future Work:
Primarily, we hope to improve lift off conditions. We hope 
to achieve this by decreasing the thickness and increasing 
the undercut. Moreover increasing the soaking temperature 
and possibly experimenting with sonication time could also 
help. Once lift off conditions are reliable the next step would 
be to test the effectiveness of the top gate oxide for carrier 
injection.
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Figure 1: AFM image of HfO2 on graphene.

Figure 2: RMS values for Figure 1.

BOTTOM
Figure 3: AFM image of the second 

deposition of HfO2 on graphene.

Figure 4: RMS values for Figure 3.



page 122	 2008 NNIN REU Research Accomplishments

P
H

Y
S

Grayscale Lithography and Its Application  
to Screw Dislocations in Colloidal Crystals 

Jillian Kiser
Mechanical Engineering, Franklin W. Olin College of Engineering 

NNIN REU Site: Cornell NanoScale Science and Technology Facility, Cornell University, Ithaca, NY
NNIN REU Principal Investigator(s): Itai Cohen, Physics, Cornell University 
NNIN REU Mentor(s): Sharon Gerbode, Physics, Cornell University 
Contact: jillian.kiser@students.olin.edu, ic64@cornell.edu, sjg53@cornell.edu 

Abstract: 
In nature, screw dislocations cause atomic 
crystals to grow in upward spiral patterns [1], 
which is distinctly different from their typical 
island-like epitaxial growth patterns. However, 
the small size of these atomic crystals makes 
study of the growth of this dislocation-driven 
crystallization very difficult. Colloidal crystal 
growth, on the other hand, occurs on a scale that 
is visible using traditional microscopy techniques, 
and direct observations of such crystals allow 
an unprecedented glimpse of the particle-scale 
growth mechanisms. 
The goal of this project was to study the spiral 
growth of colloidal crystals by providing the core 
of a screw dislocation and observing the growth 
of the crystals at the dislocation site. In order to 
accomplish this, grayscale lithography techniques 
were used to create a feature similar to a spiral 
staircase. Grayscale lithography is unique in that, 
unlike typical photolithography, some thickness 
of the photoresist remains after developing. For 
this application, we used a binary mask method, 
in which five different masks were created, 
each mask being assigned an exposure that is 
twice as long as the previous mask. Utilizing the 
additive properties of exposure doses, one wafer 
can be exposed using all five masks in order to 
create up to 32 different variations in height in 
the photoresist. Using this technique, we have 
achieved up to 24 steps in several variations of 
a spiral design and have begun to collect data 
regarding the colloidal crystal growth. 

Introduction: 

Figure 1: A cartoon of the 15 step spiral staircase design, 
with the crystal beginning to nucleate at the step edge. 

Figure 2: The relationship between the CHF3/O2 ratio in the plasma 
etching recipe to the etch selectivity. The ratio of CHF3/O2 used for 
this experiment was 30/25 ppm.

This research could lead to a more reliable process to grow thin 
films with less polycrystallinity. Currently, the manufacture 
of many circuitry devices relies on the epitaxial growth of 
atomic thin films, which can be difficult to produce without 
many grain boundaries and other dislocations. In dislocation-
driven growth, however, the nucleation site at the dislocation 
is energetically favorable compared to nucleation sites at 

The mechanisms of dislocation-driven growth in crystals 
are largely unknown, but have the potential to provide many 
insights into the natural world. By using grayscale lithography 
techniques to mimic the core of a screw dislocation, we hope 
to induce dislocation-driven growth in colloidal crystals to 
gain a better understanding of what causes this unique growth 
pattern. 
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Homogeneous nucleation also occurred throughout the 
system. Until the depletion effect is properly tuned in order to 
eliminate the homogeneous nucleation, it is unlikely that the 
heterogeneous nucleation will be able to drive crystal growth 
in the type of spiral pattern that is seen in natural atomic 
systems. 

Future Work: 
There are many exciting directions to explore related to the 
interactions between crystals and dislocations. First, we hope 
to examine the effects of using a different spiral pattern with 
two full revolutions and 24 steps, which we believe will 
more closely mimic the natural atomic system. We would 
also like to explore the interaction between two spirals in 
close proximity and the effects of applying shearing forces 
to the system. Examining the effect of these parameters 
on the polycrystallinity of the resulting crystal will help to 
elucidate whether dislocation-driven epitaxial growth can 
improve film quality, as would be desirable for such devices 
as microprocessors. 
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other points on the surface, which may help to minimize grain 
boundaries and other dislocations. 

Experimental Procedure: 
A binary mask method was utilized to create a feature of varying 
heights. We used five masks, each of which was assigned a 
different dose ranging from 0.02 to 0.32 seconds, to create 
spiral staircase patterns of 15 different step heights in SPR 
220-7 resist. Next, the resulting 4 µm step height in the resist 
was transformed into a 1 µm step height in a SiO2 layer on top 
of a glass coverslide. We did this by varying the selectivity 
through changing the ratio of CHF3/O2 in the plasma. Because 
O2 etches photoresist quickly, but hardly etches oxide at all, 
increasing the amount of O2 in the plasma increases the rate 
at which the photoresist etches relative to the oxide. In this 
way we achieved a selectivity of 4:1, etching the photoresist 
4 times more quickly as the oxide and changing the 4 µm step 
in the photoresist to a 1 µm step in the oxide. 
With a 12 × 12 array of this pattern etched into an oxide 
layer on the glass coverslide, we built a simple flow cell 
and deposited a colloidal suspension of 1 µm silica particles 
dispersed in an index-matched solution of DMSO and water. 
In order to create an attractive force between these colloidal 
particles, we used polystyrene particles as a depletant. While 
allowing the particles to settle onto the coverslide over a 
period of 12 hours, we observed the crystallization using an 
inverted confocal microscope. 

Results and Conclusions: 
As Figure 4 shows, the colloids are attracted to the step 
edge and heterogeneous nucleation has occurred at 
multiple locations along the step edge. In addition, these 
heterogeneously nucleated crystals seem to align with the 
step edge, which could lead to larger single-domain regions 
and less polycrystallinity. 

Figure 3: AFM of the 15 step spiral staircase design etched into 
oxide. The highest step is ~ 0.93 µm taller than the lowest step.

Figure 4: Colloidal crystals aligned with the step edge. 
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Abstract: 
Using microscopic imaging of sparsely cross-linked actin networks, we looked to better understand what is 
responsible for strain stiffening in biopolymer gels. Actin networks were labeled with fluorescent dye to see how the 
individual filaments reacted to shearing. By polymerizing these filaments, in vitro, within a larger sea of unlabelled 
actin, we were able to observe the deviations of thermal fluctuations in these filaments. 
With further research, the non-linear rheology of gels formed by these viscoelastic biopolymers could allow for 
further mechanisms by which cells can be made to respond to, and model, the mechanical characteristics of these 
networks. 

 

networks. Networks of biopolymers, like those of f-actin, have 
viscoelastic properties that are very different from those of 
other materials. When strain is applied to f-actin, the network 
is stressed more or less linearly, and then begins to stiffen, 
causing a nonlinear correlation between the strain applied to 
the network and stress until breakage, as shown in Figure 1. 
Models have been developed which explain this phenomenon 
from the dynamics of individual filaments. Rheological 
methods have been used to analyze this phenomenon, but no 
one, until now, has looked at individual actin filaments bound 
into a network by specific cross-linkers, in order to determine 
how the stress-strain relation actually effects the motility of 
the filament, network, and, in essence, the entire cell. In vitro 
methods were used to image the purely thermal fluctuations 
of actin, caused by Brownian motion. 
 

Materials/Methods: 
We crosslinked the actin filaments with heavy meromyosin, 
the larger of two fragments, acquired from the full-length 
protein, myosin II, which comes from rabbit skeletal muscle. 
This in vitro actomyosin network was prepared from 93 µM 
actin, obtained using purified monomeric actin from rabbit 
skeletal muscle, according to Spudich and Watt, and gel-
filtered to remove capping proteins. All actin samples in 
this experiment were diluted with a combination of F-buffer 
and G-buffer. 93 µM actin was prepared with Alexa 488 
Phalloidin and buffer to yield 0.28 µM F-actin, which was 
then added to a Rhodamine 532 fluorescent network prepared 
with buffer, heavy meromyosin (HMM/Actin ratio 1/100), 
and 93 µM F-actin. Oxygen scavengers were prepared 
using 2.25 M glucose, 7.15 M 2-mercaptoethanol, 20 mg/ml 
glucose oxidase, and 3.5 mg/ml catalase. (Diluted x10) Upon  

Figure 1: Nonlinear correlation between the 
strain applied to the network and stress until breakage.

Introduction: 
Cytoskeletal microfilaments, located just below the cell 
membrane, are responsible for resisting tension and 
maintaining cellular shape. Actin, a subunit of microfilaments, 
contributes in major aspects of cellular functions, including 
muscle contraction and motility. The mechanical elements 
and elasticity of these networks are, more specifically, critical 
in determining how forces act on and effect living cells. 
In vivo, the mechanical characteristics of the cytoskeletal 
network are not only controlled by the concentration of actin, 
but by the cross-linkers that bind the actin filaments into 
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placing the network on the glass slide, 1.0 µl of OS was 
added to help control bleaching of the filaments. Filament 
fluctuations were analyzed using the model shown in Fig. 2. 
 

Results/Discussion/Conclusions: 
Using the parameters described, the total average deviation 
of a single actin filament from its original position was found 
to be approximately 1 µm. This was calculated using the 
imaging program imageJ. The maximum projection of an 
image is done by taking the maximum intensity throughout an 
entire stack (Z axis) and making that the pixel value. If there 
is something moving, relative to time, within a given stack, its 
maximum projection indicates the magnitude of its motion, 
and roughly the size of its fluctuations. The deviation of these 
fluctuations, from specific end-to-end coordinates, more 
simply, represents their amplitude. More calculations must be 
conducted to better quantify the size of these fluctuations. 
From this experiment we have concluded that the imaging 
of individual actin filament is very possible, though precise 
sample preparation is required, based on the concentration 
of the gels, and imaging equipment being utilized. Photo-
bleaching inhibitors were of great necessity with the 
imaging of our particular actin gels. With the incorporation 
of catalase-based inhibitors, the available imaging time 
producing quantifiable images and videos improved from a 
mere 30 seconds to over five minutes for a single gels sample. 
We have also concluded rough measurements of filamentous 

fluctuation amplitudes can be conducted. Finally, we found 
that in a single Z-stack, the average fluctuation deviation from 
start to finish is 1 µm. 
 

Future Work: 
For future work, we would like to attach a shear cell, similar 
to the one in Figure 4, to a confocal microscope (Leica SP5, 
Germany) in order to apply stress to the network, and analyze 
the changes that occur in comparison to our un-sheared 
network. Confocal images would then be taken at different 
shear positions, until the network reaches critical strain and 
breaks. The shear cell would require a 40 µl sample at the 
same concentrations described above. 
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Figure 2: The straight line is the end-to-end distance of an individual 
filament while the function u(x) represents the deviation of this.

Figure 3: Max Projection Image Image of the greatest intensity 
values throughout the X, Y and Z positions of a single fluctuating 
filament in time.

Figure 4: Our hypothesis is that the maximum projection of these 
filament fluctuations will decrease as a result of shearing.
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Abstract:
Near-field holography is a photolithographic process that allows the transfer of nanoscale gratings from a phase 
mask into photoresist. In this project, the phase grating mask was transferred with a crossed double exposure on 
a substrate, forming an array of dots after development. Varying the ultraviolet exposure across the substrate 
created a gradient of printed dot sizes. Etching the dot array created a varying diameter pillar array which could 
then be tested for changes in hydrophobicity. The goal of the project was to utilize the near-field holography system 
so that surface wetting properties could be tested easily and cheaply. It was found that as the surface area on top of 
the pillars was increased the hydrophobicity of deionized water decreased exponentially from 180º. The resultant 
nanostructured surfaces produced a contact angle range from 130º to 155º.

mimics the period of the phase mask which is then transferred 
into the photoactive material.
We utilized this tool by using a double exposure in which 
the wafer was rotated 90º to create an array of dots printed 
onto the substrate. Etching the substrate using the patterned 
photoresist films as a mask, we were able to create nanopillars 
ranging from 30 nm to 300 nm in height. This was important 
so that we could investigate the properties of nanopillars in 
relation to surface wetting characteristics. Improving the 
hydrophobicity would have applications to research in fields 
such as thermal cooling solutions and microfludic channel 
coatings [2].

Materials and Methods:
The pattern was etched into 2 inch wafers because the smaller 
chuck size permitted vacuum contact on the NFH system. 
Before depositing any of the photoactive materials onto the 
wafer, a 40 nm thermally grown silicon dioxide layer was 
implemented to act as a hard mask layer. To reduce standing 
waves in the vertical direction, an XHRi-16 antireflective 
coating (ARC) was spun onto the substrate. The ARC was 
thinned because the first absorbance minima occurred when 
light traveled 60 nm through the film. In our setup, the UV 
light entered the film at an angle, increasing the distance 
traveled. It was found that the wave traveled at a 26º angle 
from the normal, allowing us to decrease the thickness from 
60 nm to 54 nm. The ARC was diluted to 25% creating a 53 
nm film spun at 1500 rpm and baked at 175ºC.
Because the light source used was not a perfect point source, the 
interference patterns further below the mask became less well 
defined, presenting lower quality printing. This was solved by 

Figure 1: Schematic of NFH system.

Introduction:
The near-field holography system [1] is a tool that utilizes 
i-line ultraviolet light just like most photolithographic tools 
except for two notable differences. Instead of guiding the light 
into the mask at a normal, the light generated by a point source 
typically enters at an angle near 45º. The spatial coherence of 
the source makes this system less suitable for printing arbitrary 
features; instead it utilizes a unique phase grating mask with a 
period (L) that satisfies the condition shown in Figure 1. The 
incoming UV light diffracts only two orders, the -1st and 0th 
order, below the mask creating constructive and destructive 
interferences. The interference pattern, just below the mask, 
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decreasing the thickness of the photoresist, Fujifilm OiR 620, 
so that the UV light interference pattern would not become 
incoherent before reaching the ARC layer. It was found that 
diluting the photoresist down to 25% could thin the film to 
60 nm if spun at 6000 rpm. The optimum recipe included a 
softbake at 95ºC for 10-15 seconds, then exposing the wafer 
with a total of 29.25 ml/cm2. After exposing the wafer, a hard 
bake, development in MF321 (0.21N tetramethyl ammonium 
hydroxide) and water rinse completed the process.
Etching was done in the Oxford 80 reactive ion etch system 
where, initially, an oxygen plasma was applied for 52 seconds 
as a clean up step. Next, a CHF3/O2 etch was implemented 
to transfer the pattern down into the oxide layer. Finally 
the pattern was etched into the silicon wafer using either 
an isotropic SF6 etch or anisotropic chlorine etch. Creating 
vertical pillars was done by executing a chlorine etch and 
creating a pyramid type structure was done by executing 
an SF6 etch (see Figure 2). The deposition of a hydrophobic 
monolayer, FOTS (fluoroctatrichlorosilane), onto the wafer 
completed the fabrication process.

Results and Conclusions:
The hydrophobicity was tested by placing a 2 µL drop of 
deionized water on the surface and using the VCA Optima 
tool to measure the contact angle with the surface. On a clean 
silicon control wafer, the hydrophobicity improved from a 
38º contact angle to a 109º contact angle with the addition of 
FOTS. The observed results for the etched surfaces ranged 
between a 130º contact angle for the higher percentage 
surface area structures up to a 155º contact angle for the 
20% surface area (see Figure 3). It was observed that as the 

percentage of surface area in contact 
with the liquid drop increased linearly, 
the surface contact angle would decrease 
exponentially over the range of surface 
areas from 20% to 100%. 
We therefore conclude that NFH 
is an effective method to achieve 
nanostructured surfaces capable of 
producing superhydrophobicity.
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Figure 2: (L) Nanopillars created from Cl etch. (R) nanopillars created from SF6 etch.

Figure: Dependence of contact angle on surface area of pillar 
structures for 2 µl water droplet. Inset shows droplet on 20% surface 
area pillars.
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Abstract:
Graphene shows a high potential in outperforming copper as the material of choice for next-generation 
complementary metal oxide semiconductor (CMOS) interconnects. In nanometer-wide channels of the same aspect 
ratio, graphene is expected to have a higher conductance compared to copper (Cu). Several important factors 
affect the performance of graphene and need to be explored to showcase its full potential. This project focuses 
on palladium-graphene contact interaction and the resistivity of graphene interconnects in comparison to Cu. 
Fabrication of 30 nm wide ribbons is performed via electron-beam lithography followed by a plasma etch to 
transfer the resist pattern onto graphene. The results show a low contact resistance and no measurable Schottky 
barrier at the contact. The interconnect resistivity is higher than that of Cu, though close to what is expected at a 
30 nm line width. 

Introduction:

As the dimensions of integrated circuits steadily decrease, and 
integrated device speeds improve, copper-wire interconnects 
place increasingly significant limitations on circuit performance. 
In addition to reconstruction in systems architecture (e.g. 
multiple cores) to solve the global interconnect bottleneck, 
alternatives are being sought to replace copper with a more 
conductive material. One promising candidate is graphene, 
a single sheet of sp2-bonded carbon atoms. Isolated only 
four years ago, graphene has already shown extremely high 
electron mobility at room temperature [1] along with ballistic 
transport. 
On-chip interconnect delay is a bottle-neck for achieving 
increased chip performance; this problem is only exacerbated 
with transistor scaling. For 45 nm technology generations and 
below, size effects in Cu result in increased wire resistivity 
compared to its bulk value. Thus, there is a high motivation 
to identify materials and processes to overcome the limitation 
of Cu interconnects. Graphene nanoribbons (GNRs) are 
classified as metallic or semiconductor depending on their 
chirality. Recent conductance models indicate that when line 
widths are reduced below 8 nm, the resistivity of metallic 
GNRs levels off while that of Cu wires (with unity aspect 
ratio) exceedingly rises [2]. This project focuses on the 
characterization of graphene interconnects. The goals of the 
project are to (i) extract the contact resistance of palladium 
to graphene for 30 nm interconnects, and (ii) compare 
performance (by resistivity) of graphene to Cu interconnects.

Figure 1: Top view of fabricated graphene 
channels with Pd/Au contacts. 

Experimental Procedure:
Mono and few-layer graphene was deposited onto a 300 nm 
thermally grown oxide layer (on doped p-type silicon) using a 
well-known mechanical exfoliation method [1]. The thickness 
of these graphene flakes was determined by visual contrast as 
well as atomic force microscopy (AFM).
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A JEOL JBX-9300FS electron beam lithography (EBL) 
system was used to define contacts (1-4, Figure 1) as well 
as the ribbons in the graphene flake. A metal liftoff process 
was used to obtain contacts made of palladium (Pd) and gold 
(Au) and an oxygen plasma was used to etch nanoribbon 
patterns into graphene. The line widths of the ribbons were in 
the 30-nm range. Electrical properties were measured at room 
temperature using an HP4156 Semiconductor Parameter 
Analyzer. 

Conclusions:
For a given sample, the Pd-graphene contact resistance 
was typically lower than the resistance measured across 
the corresponding parallel ribbons. On average, the contact 
resistance accounted for a tenth of the wire resistance. The 
resistivity of parallel ribbons measured in this experiment was 
much higher than theoretical projections – theory predicted 
a resistivity of 0.1 µW-cm; but the measured values for 1D 
ribbons were within the range of previously published data 
for wide graphene ribbons and for 2D graphene. 
This experiment concludes that graphene has realistic potential 
to outperform Cu for next-generation interconnects, though 
further research that expands upon graphene characterization 
will be necessary for a definitive conclusion. 
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Analysis:
The resistivity shown in Figure 2 is that of ten parallel 
ribbons; this value was determined after subtracting out the 
contact resistance. A majority of the interconnects exhibited 
a resistivity less than 50 µW-cm. The average interconnect 
resistivity was 71 µW-cm, with the lowest being 37 µW-cm. 
These values are an order of magnitude higher than the bulk 
resistivity of Cu (1.72 µW-cm) and resistivity of narrow Cu 
wires (5.0 µW-cm). Previously reported graphene resistivity 
in the literature ranges from 0.6 to 200 µW-cm. The measured 
resistances are an average of ten parallel ribbons, and variation 
in individual ribbon line widths and edge effects can contribute 
to a higher overall resistance. Recent results from the group 
have shown individual graphene ribbons to have comparable 
or even lower resistivity as compared to Cu interconnects.
The Pd-graphene specific contact resistance (Figure 3) for the 
same five samples had a mean value of 6.9 × 10-7 W-cm2, with 
the lowest being 1.2 × 10-7 W-cm2. Contacts were made to 
large areas (3 µm × 0.2 µm) to avoid a Schottky barrier. There 
was no measurable Schottky barrier even down to a few mV. 
The contact resistance may be further improved by cleaner 
fabrication and additional annealing.

Figure 2: Graphene interconnect resistivity.

Figure 3: Pd-graphene specific contact resistance.
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Abstract:
Single-crystal diamond is attractive for use in both electronic and spintronic devices due to its wide 5.5 eV band 
gap, high thermal conductivity, and lattice defect states such as nitrogen-vacancy centers. These unique properties 
make diamond ideal for high-power/high-frequency applications, useful as a single-photon source for quantum 
cryptography, and as two-level system for use in spin-based quantum computation at ambient temperature [1,2]. 
While current diamond devices rely on polycrystalline diamonds grown by chemical vapor deposition, advances in 
single-crystal diamond growth make it a feasible alternative to silicon-based devices. 

Experimental Procedure:

In this work, we utilized photolithographic techniques applied 
to diamond for patterning and deposition of electrical gates 
for use in the study of a charge-storage effect in diamond. 
Solutions to challenges in small-sample fabrication are 
presented. We carried out diamond etching using a focused 
ion beam system to create micron-sized, free-standing bridges 
for use as photoexcitation channels of a known depth. 
Experiments on nitrogen-rich diamond showed carrier 
photoexcitation after illumination at energies below the band 
gap of diamond [3]. A patterned layer of Au was deposited on 
the diamond surface whereby two Au pads were separated by 
a channel. We created these “gate” structures with separation 
gaps of 2 µm to 100 µm. We focussed a 532 nm wavelength 
(2.3 eV) laser on the sample surface to bridge the gap and 
apply a voltage across the gate to observe a picoamp current. 
If we extinguished the laser, removed the source voltage, 
and subsequently restarted the laser, we observed a picoamp 
discharge current decaying in a roughly stretched-exponential 
fashion with a time constant on the order of minutes [4]. The 
charge carriers decayed to an intermediate energy nitrogen 
impurity level, and the current flow was dominated by space-
charge effects [5]. Samples fabricated in this work were 
designed to study the effect’s dependence on gap length, focal 
point, and depth of the excitation channel. 
We used Type Ib single-crystal diamond samples measuring  
1.5 mm × 1.5 mm × 1.0 mm grown by high-temperature, high-
pressure methods, with a nitrogen concentration of roughly 
1019 cm-3. Figure 1 is an optical micrograph of a mask for 
a gate pattern with gaps of 2 µm, 4 µm, 6 µm, and 20 µm 
that the laser may bridge independently. We designed the gap 
width at least a factor of two larger than the gap length so 
that photoexcitation occurred only in a region of constant gate 
separation even when the focal point depth was changed. 

Figure 1: A photolithography mask 
containing variable gap lengths.

Standard spin-coating techniques produced an uneven buildup 
of resist at the sample edges, and the unusually small size 
of the samples in this research meant the entire surface area 
was dominated by these edge effects. To work around this 
limitation, we included two additional steps in our spin coating 
process. Each sample was wax-bound to a glass microscope 
slide and attached to a photoresist spinner chuck such that the 
sample was approximately 1 cm off-center. This was done to 
increase the force felt by the photoresist during spinning. 
A second sample was wax-bound adjacent to the first even 
further from the center of the chuck. The net effect of both 
steps was the displacement of the photoresist edge buildup 
from the inner sample to the outer sample. In this fashion, the 
inner sample contained only one edge bead and a relatively 
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large surface area of uniform resist coating, while the second 
sample could be cleaned and reused. Figure 2a shows an 
optical image of a post-development coplanar waveguide 
pattern that demonstrates photoresist buildup on only a single 
edge. Profilometry indicated the SPR955 0.9 µm resist had 
a nominal 0.7 µm thickness, and we found optimal feature-
resolution at a 1.3 second exposure. Finally, we deposited 
the Ti(50Å)/Au(1500Å) layer by electron-beam-induced 
deposition. 
To study depth dependence of the photoexcitation, we created 
another design containing 32 independent single-gap gates 
with 5 µm gap lengths shown in Figure 2b. Through the use 
of a focused ion beam system, we patterned an 11 µm deep 
15 µm × 5 µm undercut at a 52° tilt from the surface normal 
on each side of an excitation channel to create a free-standing 
bridge. Figure 3a shows an SEM micrograph of a completed 
structure using this process on diamond. Figure 3b shows the 
same structure rotated 90° and tilted to illustrate the connect-
ing undercuts after severing the bridge. In this etching depth 
regime, the effective diamond etch rate was 2.4 times slower 
than Si etching for the same geometry, however this factor was 
non-linear with depth due to redeposition. By undercutting at 
different tilt angles, we now controled the excitation channel 
depth, paving the way for study of the depth-dependence of 
the charge-storage effect. 

Conclusions:
We have thus demonstrated a method for reliable structure 
fabrication on small, single-crystal diamond samples via 
adjusted lithographic techniques and a focused ion beam 
procedure, preparing for future work in understanding the 
physical nature of the charge-storage effect. 
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Figure 2: a) An optical image of a sample with developed photoresist. 
b) An optical image showing a gate array before focused ion beam etching. 

Figure 3: a) An SEM micrograph of a completed free-standing bridge structure. 
b) The same bridge structure after its severance.
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Abstract/ Introduction:
In recent years, it has become difficult to scale complementary metal oxide semiconductor (CMOS) technology. 
There are problems with traditional scaling, such as an increase in leakage currents when the devices become 
smaller. In order to continue to make more efficient and cost effective devices for a growing flash market, new 
materials are sought, especially to replace the silicon channel. Incorporating a germanium (Ge) channel is an 
attractive option since Ge has lower effective mass and a higher hole (4X higher) and electron (2X higher) mobility 
compared with silicon (Si). Using a Ge channel instead of a Si channel done through e-beam evaporation and 
chemical mechanical polishing to make the surface smoother, a Al2O3 tunnel oxide (atomic layer deposition, ALD), 
Au nanocrystals (e-beam evaporator), Al2O3 control oxide (ALD), and Cr gate (e-beam evaporator), this thin film 
transistor device will be compared with a standard Si thin film transistor in terms of IV and CV characteristics. 
In addition, the self-aligned design will allow us to use ion implantation without a mask, which saves steps in our 
design process. Ideally, since Ge performs better in PMOS, it will be used only in PMOS on a CMOS platform. 

Experimental Procedure:
First, a mask was used for the alignment marks on the bare 
silicon wafers. For the resist spinning stage, using P-20 and 
1813, we spun at 4000 RPM, 30 seconds; baked at 90°C, 1 
minute; used the 5X stepper for exposure; developed using 
300 MIF, 90 sec; and postbaked at 115°C 90 sec. Second, 
we etched the silicon using the Oxford 80-1 using SF6/
O2 at 45 sec. Next, oxide deposition via plasma enhanced 
chemical vapor deposition (PECVD) for 210 nm, followed by 
germanium deposition from the electron beam evaporator for 
100 nm. We also deposited 20 nm Ge layers on some wafers 
for the control. 
For the 100 nm Ge wafers, chemical mechanical polishing 
(CMP) was done to try to match the 20 nm layer. The CMP 
recipe that was used was; 4 psi (back pressure), 15 rpm (table 
speed), 15 rpm (chuck speed), using P-1000 as the slurry, and 
a poly pad. These wafers showed a low surface roughness rms 
= 0.122 nm compared with the non-CMP wafers of 0.224 nm 
from the atomic force microscope (AFM), shown on Figure 
1 and Figure 2. 

Figure 1, top: AFM. 4psi-15RPM-15RPM; Surface Roughness = 
0.122 nm, using Slurry of P-1000 and poly pad.

Figure 2, bottom: AFM of non-CMP wafer.
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A second mask was used, for the channel area, similar to 
the process used for the first mask. This was followed by 
the Ge etch on the Oxford 80-1 using CF4, LOR spinning 
and prebake. We used 3000 RPM and tried 45 seconds for 
spinning, prebaking at 180°C for 5 min. Then exposed with 
our last mask for the transistor area, which would enable us 
to do a lift-off resist process, developed with MIF 300 at 90 
seconds on some wafers and 120 s on others, and postbaked 
at 115°C for 90 sec. 
Next, several splits were done. For all wafers, we deposited 
Al2O3 using the ALD for the tunnel oxide for 6.3 nm. Next, 
gold nanocrystals were deposited on some wafers on the 
e-beam evaporator of 1.2 nm. This was followed by Al2O3 
deposition for the control oxide of 12.5 nm on some wafers. 
Other wafers had TiDyO as the control using sputtering.  

Results/ Conclusion:
A few devices were tested with several different combinations 
of nanocrystals, and control oxides: 
	 1. Ge(20nm)/Al2O3-tunnel/Au/Al2O3-control/Cr, 
	 2. Ge(20nm)/Al2O3-tunnel/Al2O33-control/Cr, 
	 3. Ge(20nm)/Al2O3-tunnel/Cr. 
The results were not ideal. The I-V curves did indeed look like 
normal transistor I-V curves except the currents were too low. 
We skipped the annealing of the germanium due to problems 
and lack of time. This should be noted for future work. 

Future Work:
Annealing was skipped due to the germanium oxidizing. 
Two theories were given. First, after heating the wafers (right 
after the germanium deposition), at 600°C 1hr N2 ambient, 
the wafers came out of the furnace tubes still hot, and they 
came in contact with the air, possibly causing oxidation. The 
second theory was that the oxide layer under the germanium 
may have been causing it to oxidize. For future work, a nitride 
layer may be added under and over the germanium layer. Then 
annealing can be done, since the nitride will cover both sides 
of the germanium, and the top nitride layer can be removed. 
Then the normal procedure outlined here can be followed. 
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Figure 3: STEM. Bottom to top: germanium channel, 
Al2O3, Au nanocrystals, Al2O3, Cr gate.

Lastly, the chromium gate was deposited on the e-beam 
evaporator for 50 nm. This gate stack can be seen in Fig. 3. 
Finally the lift-off process started, dipping the wafers in 1165 
for a few hours. In retrospect, the LOR development stage of 
MIF 300 at 120 seconds was excessive, since it botched the 
gate deposition. 90 seconds worked better. A picture of this 
under the scope is seen on Figure 4. Ion implantation was 
done using the Eaton ion implanter, n-type phosphorous, at 
3 × 1015/sq.cm. Annealing was done to activate the dopants 
using the rapid thermal annealer for 1 min, 450°C, since the 
furnace tubes may have  oxidized the germanium. Lastly, 
passivation was performed, using the furnace tunes with  
H2/Ar, 400°C for 30 min. 

Figure 4: Optical microscope image. 
Shows the source, drain, gate layout.
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Abstract/Introduction:

Infrared detectors have many military, medical, and industrial 
applications due to their ability to detect radiation in the form 
of heat. Research groups are striving towards third-generation 
infrared detectors that have large-area focal plane arrays, 
improved functionality, and increased operating temperatures 
[1]. In order to operate at higher temperatures, the dark current 
(thermally generated electrons) needs to be lowered; then 
these devices can become more cost-effective by reducing 
their reliance on expensive cooling equipment.
The innovative quantum dots-in-a-well (DWELL) infrared 
detector has indium arsenide (InAs) dots, three-dimensionally 
quantum confined, “embedded in” an In0.15Ga0.85As well [1]. 
Electrons in InAs dots can become photoexcited and make 
intersubband transitions (dot to dot, to well, and to continuum) 
in the conduction band (Figure 1). DWELL detectors decrease 
dark current and offer greater “control over the operating 
wavelength,” where the width of the quantum well can be 
altered to change energy transitions [1].
The DWELL structure was developed from a single  
In0.15Ga0.85As well to a dots-in-a-double well (DDWELL) 
structure with In0.15Ga0.85As/GaAs wells [1] as shown in Figure 
1. Less use of indium for the In0.15Ga0.85As well reduces the strain 
that was caused by the lattice mismatch between In0.15Ga0.85As 
and GaAs, allowing the growth of more stacks and thus more 
photocurrent absorption. The Al0.10Ga0.90As barriers located 
between the asymmetric wells lowered the dark current by 
blocking the passage of some thermally generated electrons 
and prohibited electron coupling between active regions. 
The focus of this project was to optimize the Al0.10Ga0.90As  
barriers by characterizing and comparing devices that have 
30, 50, and 65 nm Al0.10Ga0.90As barriers. 

Experimental Procedure:
The characterization parameters investigated were: current-
voltage characteristics, spectral response, responsivity, 
and specific detectivity. Each device—single well with  
50 nm barrier, double well with 30, 50, or 65 nm barrier 
—was individually placed into a cryostat, in which the air 
was vacuumed from the cavity to avoid condensation and 
then cooled to a low temperature (i.e. 30, 77K) to reduce the 
signal from thermally generated electrons.
First, a semiconductor parameter analyzer was used to obtain 
current-voltage characteristics for the current from both 

Figure 1: Schematic DWELL energy (at 0V bias) 
and DDWELL physical representation.

photoexcited and thermally generated electrons. For dark 
current measurements, a cold shield was used to block any 
incident light from reaching the device. The temperature of 
each device was raised from 30°K up to 100°K (150°K for 
the double well with 65 nm barrier, Sample D) to determine 
which barrier width was optimal at reducing dark current. 
Second, the devices’ spectral response at various bias voltages 
was obtained using a Fourier transform infrared spectrometer 
(FTIR). Third, responsivity, the signal output per IR power 
input [2], was used to measure the amount of light absorbed 
by the detector. For the setup, a blackbody set to a specific 
temperature (i.e. 527ºC) cast an infrared beam which was 
modulated by a chopper. This frequency was used to trigger 
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Figure 2: Current density comparison at 30K.

Figure 3: Spectral response for Sample D at 77K.

Figure 4: Responsivity and detectivity for Sample D at 77K.

the spectrum analyzer. Also, the current amplifier produced a bias 
voltage across the top and bottom metal contacts to capture the signal 
current. Last, specific detectivity or the “normalization of the signal 
to noise ratio” was calculated to find out the device’s ability with 
regards to others of various aperture areas or materials [3]. 

Results and Conclusions:
At 30K, the dark current for the single well with 50 nm barrier 
(Sample A) was greater than that of any of the double well structures 
(Figure 2). As the barrier width increased for the double well, the 
dark current decreased; the 65 nm barrier had the lowest of these 
values. At 77K, the dark current increased with temperature for all 
devices. The single well with 50 nm barrier still had the highest dark 
current. Also, the dark current values were similar for the double 
wells with 50 and 65 nm barriers.
Spectral response was measured to determine the highest operating 
temperatures and to observe the spectral properties of the devices. At 
30°K, there was already a greater presence of noise for the single well 
with 50 nm barrier and double well with 30 nm barrier than for the 
other devices. Sample D had spectral response peaks of 8.7 µm for -5V 
and of 6.5 µm for 5V, showing bias-tunability (Figure 3). The device’s 
spectral response was obtained up to 140°K. The double well with  
65 nm barrier was optimal with a peak responsivity of  
66 mA/W and a peak detectivity of 3.1 × 109 cmHz1/2/W, taken at a 
-5V bias and at 77K for an 8.7 µm wavelength (Figure 4). 
In conclusion, DDWELL photon detectors retain many qualities 
(“bias-tunability and multi-color operation”) [4] of the DWELL 
structure; but they additionally lower strain to permit more stacks and 
decrease dark current to achieve both higher operating temperatures 
and detectivity. 

Future Work:
For the advancement of DDWELL photon detectors, the next steps are 
to reduce strain even more, which will allow for greater photocurrent 
absorption and to include these devices in focal plane arrays.
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Abstract:
A uniform thin film of cadmium selenide quantum dots (CdSe QDs) was self-assembled by using a hydrophobic 
colloidal suspension. CdSe QDs suspended in hydrophobic solvent were dispensed on a convex water surface. 
After evaporation of the solvent, the free-floating film can be then used as an “inking pad” for hydrophobic 
polydimethylsiloxane (PDMS) stamps with various patterns, ranging from 10 µm to 100 µm and be stamped onto 
flat substrates. Atomic force microscopy (AFM) was used to measure the thickness of each film, which was then 
correlated to fluorescence intensity of the QDs. To demonstrate the electroluminescence of these particles, an 
inorganic light emitting diode (LED) was. The well-controlled assembly and stamping technique opens the door 
for near-field imaging applications with the resolution beyond 10 nm. 

Introduction:

Near-field scanning optical microscopy (NSOM) enables nano-
scale topographic measurements as well as optical imaging. 
This imaging feature requires a miniature light source, such 
as a fibre tip, that can scan over the surface based on scanning 
probe technology [1,2]. The size of the light source directly 
correlates to the imaging resolution. Direct fabrication of 
nano-scale light source (Nano-LED) on silicon probe has 
been demonstrated through electrostatic attraction of light-
emitting CdSe QDs on the tip [3]. Position control of QDs 
attachment is critical. Here, we report a technique that would 
enable the controlled deposition of QD nanoparticles onto the 
silicon probes by using a uniform, self-assembled film of QDs 
and micro-contact printing methods. Electroluminescence of 
stamped films is demonstrated by assembling a LED device. 

Experimental Procedure:
To create the film self-assembly set-up, 30.0ml of DI water 
was added to a glass Petri® dish. A Teflon® disk, with an 
outer diameter of 5 cm, inner diameter of 2 cm, and thickness 
of 2 mm, was placed in the center, pinning down the water 
at the edge and forming an upward convex curvature 
(Figure 1). Specific amounts of CdSe/ZnS core-shell QDs 
suspended in hexane were added to a 50:50 (v/v) solvent of 
1,2-dichloroethane (EDC) and hexane to create the colloidal 
suspension. This was pipetted onto the water surface. The film 
was formed after ~ 15 minutes of evaporation. PDMS stamps, 
fabricated using the rapid prototyping technique, were used to 
deposit film onto flat, hard substrates, either glass or silicon 
by placing the stamp down for ~ 30 seconds. 
We then fabricated an LED device, through stamping the 
film onto p-type silicon coated with 10Å of native oxide. 

Figure 1: Set-up for quantum dot film self-assembly.

Zinc oxide and tin oxide (400Å) was co-sputtered to form 
the electron transport layer. We then deposited 50Å gold and  
120Å silver, using electron beam evaporation to form the 
electron transport layer. Voltage was applied for light emission 
of the QDs. 

Results and Discussion:
Uniform films of nanoparticles were stamped as 100 µm 
diameter circles on flat substrates (Figure 2). This was 
done with QDs of emission wavelengths 560 nm, 580 nm, 
600 nm, and 620 nm. Light emissions from the constructed 
LED devices were observed for QDs with all the expected 
wavelengths. 
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The film of nanoparticles is formed due to evaporation, capillary 
immersion and convective forces. As the hydrophobic solvent begins 
to evaporate, nanoparticles in the center of water surface is exposed 
due to the convex shape. Solvent menisci form between individual 
exposed nanoparticles, and an attractive capillary immersion force 
collects nanoparticles into densely-packed hexagonal arrays called 
the nucleus [4]. As the solvent further evaporates, the contact line 
grows outward radially and convective flow of the solvent attracts 
nanoparticles from the colloidal suspension to the contact line, where 
they self-assemble onto the outer edge of the growing nucleus. As 
the contact line approaches the Teflon ring, where the water is pinned 
down, meniscus slope angle increases and multilayers are formed 
[5]. 
To measure the thickness of these films, stamped films scanned with 
the AFM (Figure 3). Thickness measurements were then correlated 
with photoluminescence using Matlab-extracted fluorescent 
intensity data from the optical micrographs. The plot indicated 
that there is a positive, linear correlation between film thickness 
and photoluminescence, especially for the 600 nm and 620 nm 
nanoparticles (Figure 4). 

Conclusions:
Uniform films consisting of hexagonally-packed array of QDs were 
self-assembled by dispensing a hydrophobic colloidal suspension 
on top of a convex water shape. We found that the film thickness 
and fluorescence intensity had a positive, linear correlation. 
Electroluminescence of stamped films was successfully demonstrated 
in an LED device made using this self-assembly and stamping 
technique. Direct integration of single quantum dot light source onto 
the scanning probe will have significant impact on molecular scale 
near-field imaging and sensing. 
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Background:
Nanotechnology describes the study of matter, usually 
measuring less than 100 nanometers (nm), on the atomic 
and molecular scale. The applications of nanotechnology 
are numerous and far-reaching, ranging from electrical 
engineering and biology to environmental engineering. 
An important application of nanotechnology in the field of 
environmental engineering is water treatment and purification. 
Thin film polymer composites can be fabricated into 
membranes that, when modified, have impressive separation 
qualities/characteristics. Nanofiltration (NF) membranes have 
a mean pore size of 1 nm. Their separation characteristics 
lie between ultrafiltration (UF) membranes, which separate 
suspended solids and solutes with high molecular weight 
from water and low molecular weight solutes, and reverse 
osmosis (RO) membranes which reject all ions. Figure 1 
depicts pressure driven membrane separation systems and 
the specific particles they can successfully separate from 
aqueous solutions. NF membranes are chemically modified 
using various techniques to increase flux and rejection while 

decreasing membrane fouling. Figure 2 illustrates 
electrostatic deposition, a common membrane 
modification technique which involves placing 
bilayers of charged polymers on the membrane’s 
active surface. These charged layers can decrease 
membrane fouling while increasing monovalent 
ion rejection. Nanofiltration membranes can filter 
multivalent salts without any modification, but the 
purpose of this project is to improve the separation 
qualities of NF membranes to the level of RO 
membranes. To assess the success of membrane 
modification in improving NF membrane 
filtration, the membranes were characterized 
using several different techniques: atomic force 
microscopy, electrokinetic analysis, scanning 
electron microscopy, and goniometry (contact 
angle analysis). Characterization of unmodified 
and modified membranes helps determine which 
membrane surface features enhance or detract from 
their membrane separation qualities. 

Methodology:
The membranes used in this experiment were 
NF270 membranes from Filmtec Corporation. Each 
membrane was soaked in water for 24 hours, then 
characterized using several different techniques. 
The polyamide thin-film composite that composed 

the NF membrane was negatively charged, but the polyanions 
and polycations deposited on the membrane surface during 
the modification process changed the charge of the membrane 
surface. An electro-kinetic analyzer (EKA) machine was 
utilized to monitor the surface charge of the membrane before, 
during, and after the membrane modification process. 
As an electrolyte solution was pumped through the fluid 
cell containing a membrane, the streaming potential of the 
surface was measured using electrodes clamped on both 
sides of the sample. The EKA machine used the streaming 
potential measurements to calculate the zeta potential 
of the membrane’s active surface, which was directly 
proportional to the magnitude of the surface charge. The 
machine simultaneously measured the temperature, pH, and 
conductivity of the membrane’s active surface, and presented 
these values in graphic or tabular format. 
Another method used to characterize membrane surfaces was 
atomic force microscopy, commonly referred to as AFM. AFM 

Figure 1: Pressure driven membrane separation systems and the specific 
particles they can successfully separate from aqueous solutions. 
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uses a high-resolution scanning probe with a resolution 1000x 
greater than the optical diffraction limit and can magnify matter 
more than one million times its actual size. Data is gathered 
when a fine probe attached to cantilever “feels” the sample 
surface for changes in force along the x-y plane. Different 
types of probes serve different purposes. Most AFM imaging 
of NF membranes is performed using sharp silicon probes, 
but colloid probes can be used for specialized tests such as 
measuring particle adhesion and other surface characteristics. 
The NF270 membranes were imaged in several different 
modes: the cut pieces of membrane were imaged in contact 
and non-contact mode, and in both air and liquid media. 
AFM and EKA testing provide useful information, but a test 
is needed to determine the hydrophilicity of a membrane’s 
active surface. Membranes used for water treatment purposes 
need to be hydrophilic in nature, because water continuously 
flows around and through these membranes. Hydrophilic 
membrane surfaces help maintain a high flux and decrease 
particle adhesion. Goniometry, also known as contact angle 
analysis, was used to study the interactions between water and 
membrane surfaces. Static contact angle measurements were 
taken when the membrane surface was in a fixed position and 
water was dropped onto it in a controlled manner. A camera 
and specialized software captured and analyzed the exact 
angle the water droplet made with the sample surface. 
The final mode of characterization used was scanning electron 
microscopy (SEM). Electron-sample interactions produce 
electrostatic images that can be read to analyze morphological 
features of the membrane surface.

Results:
The various tests performed on the NF270 membranes’ 
surface provided a great deal of useful information about 
NF membranes. Electrokinetic analysis showed the charged 
bilayers of PDAD-MAC and PSS changed the magnitude 
of the surface charge upon deposition. When PDAD-MAC 
was deposited on the surface, the negatively charged surface 
became positively charged. When PSS, a polyanion, was 
deposited, the magnitude of the membrane’s surface charge 
was reversed again. AFM proved that as the surface roughness 
of membranes increases, particle adhesion to the surfaces 
also increase. Humic particles tend to adhere to rough 
membrane surfaces more than their smoother counterparts. 
Goniometric analysis demonstrated the hydrophilic nature 
of the membrane’s surface. The contact angle measurements 
of membrane surfaces were all near or less than 30 degrees, 
which is extremely hydrophilic in nature. Figure 3 shows some 
results of goniometric analysis. SEM data was inconclusive 

because the membrane’s morphological features were too 
small to be imaged using this technique. Field emission SEM 
is more commonly used to image NF membranes because 
the technique is better with imaging objects in the nanoscale 
range. 

Conclusions:
The purpose of testing and characterizing the NF270 
membranes was to compare the separation qualities of modified 
and unmodified membranes. Modified membranes should have 
separation characteristics similar to RO membranes which can 
reject all ions in aqueous solutions. Characterization using 
AFM, EKA and goniometry showed that the modified NF270 
membrane surfaces were less rough and more hydrophilic 
than the unmodified membranes, indicating that the modified 
membranes should exhibit increased rejection and decreased 
fouling when compared to the unmodified membranes.
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Abstract:
In recent years, the optical properties of diamond have sparked the curiosity of researchers. This interest is due 
largely to the unique nitrogen-vacancy (NV) centers, which are substitutional defects in the carbon lattice of 
diamond, consisting of a single nitrogen (N) atom next to a vacancy (V). NV centers are bright emitters of red light, 
and could be useful for imaging applications or as sources of single photons in optical circuits or computers. In 
order to control the optical properties of diamond for such applications, nanostructures can be chemically etched 
into the diamond with reactive ion plasmas. For example, a photonic crystal—a periodic lattice of air holes—could 
be etched into thin-film diamond to create microcavities where light can be trapped. Moreover, the light emission 
from an NV center positioned in such a cavity could be significantly enhanced, creating a bright source of single 
photons. 

Experimental Procedure:

Although diamond is an ideal material for optical applications, 
it is difficult to etch because of its hardness. Past results 
using reactive ion etching (RIE) have been reported by 
several groups [1-3]; however, the etching parameters vary 
significantly in these reports. For this experiment, an etching 
protocol for the Unaxis Inductively Coupled Plasma (ICP) 
etcher was developed and used to etch nanostructures into 
polycrystalline diamond, thereby demonstrating the feasibility 
of optically engineering the properties of diamond. 
Before etching specific structures into diamond, an etch recipe 
was created using the ICP. Using 30 standard cubic centimeters 
(sccm) O2 as the reactive gas, the chamber pressure, ICP 
power, and radio frequency (rf) power were varied. Samples 
were coated with 40-50 nm particles of aluminum oxide 
powder, which served as a mask so that the etch profile could 
be characterized using scanning electron microscope (SEM) 
images. Total etch time was also varied to determine the 
etch rate using SEM. The parameters that created the best 
combination of high etch rate and vertical sidewalls were then 
used to create photonic crystal waveguides in polycrystalline 
diamond. 
To create waveguides in diamond, a double mask technique 
was used. Firstly, plasma enhanced chemical vapor deposition 
(PECVD) was used to deposit approximately 90 nm of silicon  
dioxide (SiO2) on samples which consisted of 160 nm 
polycrystalline diamond on a 1 µm sacrificial layer of silicon 
dioxide and thick (0.5 mm) silicon substrate. 
Electron beam (e-beam) resist was then spin-coated onto the 
SiO2 layer, patterned with an Elionix electron-beam writing 
system using a variety of exposure doses, and developed. The 
ICP etcher was used to transfer the pattern to the SiO2. The 

Figure 1: SEM of polycrystalline diamond 
waveguide with SiO2 layer.

optimized diamond etch parameters determined in the first 
stage of the experiment were then used to etch the diamond. 
Figure 1 shows a waveguide processed through these steps. 
Between steps, profilometer measurements were used to 
determine the selectivity of the diamond etch to SiO2. Finally, 
a 5:1 buffered oxide etch (BOE) was used to remove the SiO2 
mask and sacrificial layer. The result was a free-standing 
photonic crystal. 
It was determined that 700 W ICP power with 100 W rf 
power at a chamber pressure of 10 mTorr produced the most 
anisotropic (vertical) etch and an etch rate of ~ 250 nm/min 
(as determined by SEM measurements), and these parameters 
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were used for the fabrication stage. Figure 2 depicts a diamond 
structure resulting from these etch conditions. During the 
optimization, an interesting observation was that nanowires of 
diamond were created as a result of using the aluminum oxide 
powder mask. Nanowires in diamond have highly interesting 
applications as directional photon emitters and biosensors [4] 
and therefore warrant further study. 
The e-beam lithography dose exposures ranging from 121 
to 145 µC/cm2 formed appropriately sized lattice air holes 
in the waveguide. A 70 second etch of the SiO2 layer etched 
completely through the mask, but avoided any isotropic 
(lateral) etching. For the same reason, a 45 second diamond 
etch was used. The profilometer measurements taken during 
these steps suggested a selectivity of diamond to SiO2 of 47. 
Finally, a 10 minute BOE wet etch completely removed the 
SiO2 layers. 

Conclusions and Future Work:
This work shows that the aluminum oxide powder is an 
effective tool to efficiently characterize etch parameters, as it 

successfully protects the masked diamond. The powder could 
also be used to create diamond nanowires for other purposes. 
Since it was possible to etch holes only tens of nanometers 
in diameter, the double mask method is clearly a successful 
approach to etching diamond, which was further validated 
by the high selectivity of diamond to SiO2. From the 
characterization of ICP diamond etching as well as the 
fabrication of photonic crystals, it is evident that it is possible 
to create nanoscale light sources in diamond. 
Now that nanoscale structures have been etched into 
polycrystalline diamond, they must be optically characterized. 
In the future, the techniques developed in this work can be 
applied to single crystal diamond, which, because it has less 
surface roughness and fewer NV centers, is a more attractive 
platform for creating and manipulating light in the visible 
spectrum. 
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Abstract:
The vertical surround gate transistor with thin epitaxial germanium (Ge) is a design which allows for the 
continued scaling of silicon-based metal-oxide semi-conductor field transistors (MOSFETs). Here we report on 
the optimization of Ge deposition on nano-pillars and the characterization of thin (< 25 nm) Ge using atomic force 
microscopy (AFM) and ellipsometry. A hydrogen anneal was optimized to maintain pillar structures by raising 
the pressure to 380 Torr and lowering the temperature at 900°C. Germane partial pressure was high (177 Pa) and 
temperature during Ge deposition was low (310°C). The results of the characterization study indicate islanding and 
possible dislocations of the thin Ge layer at thicknesses 
of only a couple nanometers while thin, strained Ge 
exists at thicknesses of only a few monolayers (MLs). 

Introduction:
Silicon complementary metal oxide semiconductor (Si 
CMOS) devices are quickly reaching their physical limit 
of miniaturization and it is becoming increasingly difficult 
to enhance their performance through conventional device 
scaling [1]. Ge channel MOSFETs are attractive because of the 
high-mobility of both electrons and holes in Ge as compared 
to Si (2.75 and 4 times respectively) [2]. Ge is also attractive 
because of its compatibility with the current Si technology. 
However, due to the 4.17% lattice mismatch, germanium-
on-silicon (GOS) is a particularly challenging case of 
heteroepitaxy. GOS follows the Stranski-Krastanov (SK) 
growth mode which is characterized by three stages: 
pseudomorphic layer-by-layer growth, islanding, and 
coalescence of islands [3]. For thin, strained GOS, only the 
first mode is desired. While there is extensive characterization 
of thicker films in the literature [4], there is still a need for 
more understanding of thin Ge layers for device applications. 
This work will report an optimized RP-CVD thin Ge recipe 
for Si pillars in addition to characterization of ultra thin Ge. 

Experimental Procedure:
The silicon pillars of varying size were defined by optical 
lithography, cleaned using a standard pre-diffusion clean 
and immediately loaded into the RP-CVD reactor, taking all 
precautions to minimize surface oxidation. The GOS-pillar 
recipe was developed in the Applied Materials Centurion 
epitaxial system. The Ge characterization on bare Si wafers 
was done using the ASM Epsilon II single-wafer epitaxial 

Figure 1, top: Pillar after 900°C, 15 Torr, 1 min anneal.

Figure 2, bottom: Pillar after 900°C, 380 Torr, 1 min anneal.
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reactor. The pillar wafers were analyzed by scanning electron 
microscopy (SEM) to optimize the hydrogen anneal. The 
bare silicon wafers with epi-Ge were analyzed with AFM and 
ellipsometry. 

Results and Discussion:
The hydrogen anneal (to remove native oxide and smoothen 
pillar surface) caused severe necking of all pillars under 
standard high temperature, low pressure conditions 
(1100°C/900°C, 15 Torr, 34 slm H2) (Figure 1). We found 
that increasing the pressure to 380 Torr allowed us to keep a 
sufficiently high temperature of 900°C and pillar structures 
with diameters of 60 nm or greater survived (Figure 2). 
Following the anneal, a Si seed layer (to initialize thin 
Ge growth) was deposited at 700°C, 15 Torr, 100 sccm 
dichlorosilane (DCS), and 27 slm H2. Ge deposition was done 
at 310°C, 200 Torr, 40 sccm germane (GeH4), and 6 slm H2. 
Finally, a Si cap was deposited at 550°C, 15 Torr, 30 sccm 
silane (SiH4), and 6 slm H2. 
The first trend realized in the characterization of thin Ge was 
the thickness of the Ge layer versus the surface roughness 
(SR) (Figure 3). 
SR was low when a few MLs of Ge had been deposited. When 
thickness exceeded this threshold, it became energetically 
favorable for islands to form atop the strained bottom layers 
(illustrated by the dramatic increase in roughness beyond 
one nanometer). At thicknesses beyond 5 nm, the islands 
coalescenced and surface roughness decreased as dislocations 
at the interface alleviated misfit strain and islands became 
shallower with larger diameters. AFM phase images supported 
these conclusions, but more work must be done to understand 
and interpret this data. 
A growth rate plot (Figure 4) indicated an incubation period 
during which the first few MLs were deposited followed by 
linear growth. This indicates that GOS growth occurs at a 
slower rate than Ge on Ge growth. 

Summary:
One way to increase the speed and performance of modern 
devices is to include a thin buried Ge layer within the Si 
channel. High quality strained GOS layers are found at 
thicknesses of only a few MLs. AFM data indicates severe 
islanding and possible dislocations of Ge layers as thin as  
1 nm. The results of this analysis encourage further invest-
igation into the characterization of ultra-thin germanium.  
XRD and TEM data will be included in future work. The 
ensuing processing and completion of these devices will 
offer an array of new design options for extended scaling and 
higher levels of functional integration. 
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Introduction:
Coronary stents are industrially produced and are a non-
invasive alternative to heart bypass surgery. Biomedical thin-
film coatings are currently applied to all arterial stents for the 
release of anti-inflammatory drugs. While drug release from 
these films is effective, the parameters affecting the release 
profile are not easily controlled. Nanocopoeia, Inc. of St. 
Paul, MN, has developed the ElectroNanospray™ process to 
create advanced composite biomedical coatings of drug and 
polymer. Previous research has demonstrated that the release 
profile varies with the process conditions. This suggests that 
a higher level of controlled drug-release is possible with this 
process than is currently available. However, the release of 
drugs from polymeric coatings is non-linear, suggesting 
complex elution mechanisms that are unknown. 
We have characterized the structure and chemical composition 
of these composite coatings before and during the release 
process using complimentary high-resolution microscopy 
methods. The completed characterization work will be used 
by Nanocopoeia to better understand the release mechanisms 
of elution. These understandings will then be used to link 
ElectroNanospray™ parameters to highly-controlled—and 
predictable—release profiles, thereby allowing the creation 
of individually-tailored coatings for specific biologic needs. 

Experimental Method:
Composite films of polyisobutylene-polystyrene polymer 
with 10% (wt/wt) dexamethasone or rapamycin generated 
on a stainless steel substrate using the ElectroNanosprayTM 
process at 3-12 µm thicknesses were obtained from 
Nanocopoeia, Inc. These coatings were then analyzed 
using atomic force microscopy (AFM) and confocal 
Raman spectroscopy imaging. When combined, these two 
complementary techniques provide data which can be used 
to identify drug location and observe the elution from the 
polymer matrix in real-time. 
AFM imaging was chosen for the ability to image the 
coating surface at high resolution in both air and an aqueous 
environment. An Agilent Technologies 5500 scanning probe 
microscope with Witec digital pulsed force mode attachment 

was used. Images of topography, cantilever deflection, and tip-
sample adhesion were generated to provide varied mechanical 
property information. 
Raman spectroscopy imaging involves the collection of 
monochromatic light scattered by the sample. Characteristic 
peaks were chosen based on scans of pure component samples; 
a 1640-1680 cm-1 peak for C = O functional groups on drug 
molecules and a stronger 2970-3025 cm-1 peak for aliphatic 
C-H groups on the copolymer were selected. Scattered Ar-ion 
laser light was gathered with a Witec Alpha300 R confocal 
Raman microscope and sent to a spectroscopic detector 
for each image pixel. The chosen signal peaks were then 
integrated by the Witec control software to generate a color-
contrasted image. This characterization technique allows for 
spatial resolution of chemical composition and density within 
the coating. 
In-air images were first taken at varying scan sizes and 
resolutions from 2.5 to 25 µm square and 80 × 80 pixels 
(Raman) to 512 × 512 pixels (AFM). The samples were then 
immersed in a phosphate buffer saline (PBS) solution, and 
time-elapse imaging was similarly conducted in solution at 
½ hour, 1, 2, 4, 6, and 24 hours. These images were then 
qualitatively analyzed for key features and patterns of change 
which point to observable trends in drug release. 

Results:
Raman images generated from characteristic peaks in 
solution for dexamethasone samples indicated that the drug 
was primarily aggregated in vertical columnar domains of 
increasing diameter, between 2 and 5 µm in size, from 1 to 6.5 
hours. Smaller particulate drug aggregates, 500 nm to 1 µm in 
size, were also observed interspersed between the columnar 
domains. The visible contrast between the larger aggregates 
and smaller particles increased over 17 hours, indicating that 
the drug peak intensity within the large domains decreased. 
Figure 1 is a characteristic image for the drug peak and 
Figure 2 is for the polymer peak, with selected peaks intensity 
indicated by lighter regions. Raman imaging on rapamycin 
samples has not yet been conducted systematically. 
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AFM imaging in air on rapamycin samples at 2.5 µm size 
showed no characteristic features on the surface, but the 
phase separation of the block copolymer was evident in the 
deflection and adhesion images. When placed into solution, 
large dome-shaped features of low tip adhesion and high 
deflection (deflection is the slope of the surface, dZ/dX) 
appeared that were not previously evident, indicating that 
the features were of a different composition than the surface 
and were protruding. These features are visible in Figure 
3. These features increased in number through 2.5 hours, 
and decreased in size by 25 hours. An image at 25 hours is 
included as Figure 4; note with comparison to Figure 3. AFM 
imaging on dexamethasone samples showed no conclusive 
changes between samples in air and in solution, and no trends 
in surface changes were observed over time in situ. 

Conclusions:
Raman imaging showed that the drug was aggregated in larger 
micron-sized domains, and that release was primarily due to 
the decay of these larger features. The decrease in contrast 
range between columns and particles over time indicates 
that the relative concentration of drug in the columns was 
decreasing over time; we believe this to be the main indicator 
of elution from the columns. The dome-shaped features 
appearing on the surface of the coating in AFM images are 
concluded to be the emerging heads of the columns of drug 
within the coating. 
The currently proposed mechanism is a combination of 
two main transport mechanisms within the coating. Lateral 
motion of smaller particles within the coating is proposed 
to be driven by both diffusion and internal stresses. From 
this motion, particles move to the large columnar domains, 
and they are subsequently driven to the surface by the 
concentration gradient in the column. However, further 
systematic characterization with both techniques is needed 
to confirm these conclusions. These results demonstrate the 
power of these complementary techniques for understanding 
drug release from biomedical coatings. 
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Figure 1, top: Drug Raman peak intensity, 
25 × 25 µm, 6.5 hr in PBS.

Figure 2, middle: Polymer Raman peak intensity, 
25 × 25 µm, 6.5 hr in PBS.

Figure 3, bottom left: Deflection AFM image, 
5 × 5 µm, 1 hr in PBS.

Figure 4, bottom right: Deflection AFM image, 
5 × 5 µm, 25 hr in PBS.
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Abstract:
Nanoparticle (NP)/Polymer composites exhibiting advantageous optical, electrical and mechanical properties are 
of interest and in intensive investigations for a variety of applications. A universal, fast and facile method to prepare 
robust, freestanding and patternable NP/polymer composites by evaporation-induced self-assembly on a fluid 
interface has been developed. By transferring the NP/polymer films onto discovery platforms with predeposited 
interdigitating electrodes, electron transfer at the metallic NP/polymer interfaces and electron transport across the 
composite films have been studied through a combination of electrical and spectroscopic techniques.

Introduction:

We studied the localized electron transfer and electron 
transport characteristics in a composite polymer consisting 
of a monolayer of monodisperse gold (Au) nanoparticles 
and poly-(3-hexylthiophene), or P3HT. The ultra thin films 
that incorporated the Au NPs were successfully created via 
an interfacial evaporation induced self-assembly (EISA) 
process. These films were then successfully transferred to the 
desired substrate, in this case, a discovery platform, which 
consisted of a series of interdigitated gold electrodes. The 
discovery platform was then wire-bonded to a carrier, which 
allowed for bias voltage to be injected through the device. 
Raman Spectroscopy was then used to measure variances in 
scattering intensity as an indirect method of detected charge 
movement across the device.

Fabrication of Thin Films:
Solutions of P3HT, and Au nanoparticles, in appropriate 
ratios were dissolved in toluene. One drop of the solution was 
carefully released over a deionized water surface sitting in 
a Petri® dish. The solution of P3HT and Au NPs spread out 
over the surface and a thin film was formed though interfacial 
evaporation-induced self assembly as shown in Figure 1. The 
thin film consists of a monolayer of Au NPs spread evenly in 
a hexagonal close-packed array as shown in Figure 2. 
After the toluene evaporated, the thin film was captured on 
a discovery platform, by submerging the platform under the 
deionized water and bringing it up though the thin film. The 
sample was then left to dry undisturbed. Some samples were 
also thermally annealed to determine if heating would create a 
better contact between the electrodes and the thin film. It was 
found that the annealed films showed no significant difference 

Figure 1: Thin film fabrication via 
evaporation induced self-assembly.

Figure 2: TEM image showing a hexagonal 
close-packed Au NP/P3HT film.
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from the other samples. Thin films without Au NPs were also 
made as a control and comparison.

Detecting Charge Mobility Across Thin Films:
Four voltages—0 V, 50 V, 100 V and 150 V—were used on 
the device sample by a function generator and amplifier. A 
laser of 488 nm generated by an Ar-Kr ion laser head was 
used to excite the sample. 390 µw Raman scattering light was 
then collected by a sensitive EMCCD. For a single Raman 
spectrum, acquisition time was ~ 500 ms.
Figure 3 shows the Raman intensity images of the dominant 
peak, C = C stretching mode of P3HT on the discovery 
platform sample under different voltages with excitation 488 
nm to understand charge transport. The scan range was set 
to be 100 µm and we selected the region purposely to cross 
two of the Au electrodes. The intensity drop of these images 
shown may be due to a photodegradation issue, since the 
same region exposed to high power intensity laser ~104 W/ 
cm2 and air. The features here clearly show two electrodes 
surrounding a nearby region. Lower intensity regions are 
indicated as red color and assigned to Au electrode because 
of the less P3HT in these regions; high intensity region are 
denoted as blue color and assumed to be between electrodes 
due to thicker composite layer.
Figure 4 shows the difference images of C = C mode, which 
indicate the voltage effect on Raman intensity. The electrode 
and nanoparticle features are still distinguishable in these 
difference images. Au electrode regions show positive 
differences (about 0.2); however, for materials around an 

electrode, they turn to negative and close zero (-0.2-0.1) 
values at 150 V.

Results and Future Work:
We were able to successfully view changes in intensity of the 
C = C mode of the film indicating that there is some sort of 
charge movement on the localized level. Although we only 
had a cursory data set, it seemed that we could conclude that 
bias-induced chemical changes occurred at the molecule-
electrode interface, possibly from charge injection. Also there 
was no significant charge transfer character that existed in 
hybrid films as oppose to pure polymer films.
Future things we hope to accomplish are to develop a method to 
measure current and voltage simultaneously while measuring 
the Raman scattering effect, determine how size of NPs 
affects the detection of charge mobility in the composite film, 
measure the effects on electron mobility when the discovery 
platform is treated as a FET, and test Raman Scattering at 
different excitation wavelengths.

Acknowledgements:
I would like to thank Professor Jeff Brinker and my mentor, 
Shisheng Xiong, for their help, support and guidance. I would 
also like to give a special thanks to Yongqian Gao, Felix 
Jaeckel, Prof. John Grey, Prof. Kevin J. Malloy, the UNM 
coordinators, the National Nanotechnology Infrastructure 
Network Research Experience for Undergraduates Program, 
and the National Science Foundation.

Figure 4: Difference image of C = C mode: 
a) 0-50 V; b) 0-100 V; c) 0-150 V.

Figure 3: C = C mode of P3HT/Au monolayer on discovery 
platform: a) 0 V; b) 50 V; c) 100 V; d) 150 V.
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Abstract:
High-aspect-ratio copper structures are important in the fabrication of heat dissipaters, heat sinks and radio 
frequency (RF) antennas among many other microelectromechanical systems (MEMS) devices. Electroplating is 
a preferred technique for coating thick films (> 1 µm) on metallic surfaces. The properties of the plated films are 
improved by the use of pulse plating. In pulse plating, the potential or current is alternated between two different 
values. The goal of this project is to develop and optimize a process for pulse plating copper on a patterned wafer. 
The challenge is to plate high aspect ratio, high quality features that are commonly required in the MEMS processes. 
Forward-reverse cycling enhances film characteristics such as roughness, low stress, uniformity and conformality. 
The optimum conditions for pulse plating a patterned wafer were determined. 

Introduction:
The deposition of a metallic coating onto an object is achieved 
by putting a negative charge on the object (cathode) to be 
coated and immersing it into a solution (electrolyte) which 
contains a salt of the metal to be deposited. The metallic 
ions of the salt carry a positive charge (cations) and are thus 
attracted to the cathode which provides electrons to reduce 
the positively charged ions into a metal atom.
Copper plating is the critical step in through-wafer 
interconnects, which is becoming a promising new alternative 
for a wide variety of applications such as 3D integrated 
circuits, MEMS packaging and high frequency applications 
[1]. Filling of high aspect ratio vias has to be mastered before 
the technology is available. Bottom-up copper plating into the 
vias is the critical step to fill through-wafer vias. Other MEMS 
applications such as heat sinks and RF antennas also require 
high quality copper films. In the last case the requirements are 
more stringent, in addition to void free, low stress and highly 
conformal films the side walls must be very smooth. This can 
only be achieved by the use of pulse plating [2]. 
The objective of this work is to develop and optimize a pulse-
plating process to be used in this facility. 

Experimental Procedure:
The plating process included: surface preparation, electro-
plating, photoresist removal and analysis. 
Surface Preparation. Standard 4" silicon (Si) wafers were 
seeded with 3000Å of copper by sputtering it over 300-500Å 
of Cr in a EnerJet sputter-coater. The back of the wafers had 
been, previously, electrically isolated by depositing a plasma 
enhanced chemical vapor deposition (PECVD) film of Si-

oxide. The wafers were patterned using 10000Å film of AZ 
9260 photoresist. The samples were exposed in a Suss MA6 
aligner. After exposure and development the wafers were 
inspected using an optical microscope and the areas to be 
plated carefully measured.
Electrochemistry. The Pyrex® electrochemical cell, Teflon® 
lid and electrode holders were leached with diluted sulfuric 
acid to remove all contaminating ions. The anode material, 
a (0.027") copper plate 4 × 4" 99.9% pure, prior to use, 
was degreased with IPA and then etched with ammonium 
persulfate and soaked in 10% volume sulfuric acid to remove 
surface oxide, and finally, rinsed with de-ionized (DI) water. 
The electrolyte was a commercially available plating solution 
from Enthone Corp., MICROFAB® SC Make-Up and a 
brightner, MICROFAB SC MD. The cell was kept at 24°C 
while agitated at 200 rpm. The electrical contact, to the front 
of the wafer, was done by means of a stainless steel tweezers 
cut and bent to provide a tight contact. Care was taken to make 
sure that the electrolyte did not touch the electrical contact. 
The DC programmable-pulse power supply used was a 
Dynatronix® DuPR MicroStar. The in-put variables were: 
Ifwd, actual (cathodic) plating current (13 to 43 mA/cm2);  
Irev, reverse (anodic) or stripping current (-20 to -63 mA/cm2); 
tfwd was the actual plating, ON, time; and trev was the time 
OFF or the negative pulse duration. The plating was done at 
constant current. After plating was completed, the samples 
were removed from the plating bath, and rinsed thoroughly 
with DI to avoid the appearance of stains on the surface. 
Post Plating. Removal of the photoresist was done using PRS 
2000. Samples were soaked for 5 min, then thoroughly rinsed 
and dried. The roughness and thickness were measured in an 
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HRP-200 KLA-Tencor profilometer. Some samples were also put in 
a SEM (FEI-Quanta) in order to examine the walls, corners and grain 
size of the plated features.

Results:
In Figure 2 and 3, the conditions were: ifwd = 13 mA/cm2; tfwd = 15 ms; 
ifwd  = -27 mA/cm2; trev = 1 ms, plating time 20 min. 
In Figure 4, the conditions were: ifwd = 17.76 mA/cm2; tfwd = 15 ms; 
irev = -26.64 mA/cm2; trev = 1 ms, plating time 25 min. 

Conclusion and Future Work:
A process for pulse-plating copper onto a patterned Si wafer was 
developed. The process deposition rate is 4000Å/min. The films 
obtained are uniform, void free and highly conformal. The roughness 
of the deposited films needs further study. It has been reported in the 
literature [3] that the roughness of the surface is also due to the seed 
layer oxidation. This oxide should be removed prior to electroplating 
to ensure uniformity. The dependence of the brightner and roughness 
should also be studied. 
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Figure 1, top: Pulse cycle.
 

Figure 2, upper middle: SEM photo showing conformality.

Figure 3, lower middle: SEM photo showing void free walls.
 

Figure 4, bottom: Profilometer photo of roughness of the deposited films.
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Abstract:
Zinc and magnesium oxide [(Zn,Mg)O] alloys are appropriate for near ultraviolet (UV) light emitting diodes 
because of their ability to increase the band gap of ZnO, leading to the tuning of the luminescence wavelength 
and an increase in the intensity of the light emitted. However, there is no consensus on the solubility limit of MgO 
in ZnO due to the many difficulties associated with different preparation parameters. This research investigates 
a small portion of (Zn,Mg)O phase diagram in order to clarify the solubility limit of MgO in ZnO. Grain size 
measurements, x-ray diffraction measurements, and photoluminescence measurements were used to investigate the 
composition dependence of lattice parameters as well as energy band gap. All results indicated an increase in the 
band gap with the increase of concentration and sintering temperature. X-ray diffraction measurements revealed 
an approximate solubility limit of 18% for samples sintered at 1500°C, 17% for samples sintered at 1400°C, and 
15% for samples sintered at 1200°C. Photoluminescence results revealed a solubility limit of approximately 16% 
for samples sintered at 1400°C. Typical applications are for the use of light-emitting devices. 

Introduction:
ZnO is a promising wide gap semiconductor (3.3 eV) in 
the field of light-emitting devices because of its large band 
gap and high exciton binding energy. By alloying ZnO with 
various concentrations of MgO, the luminescence properties 
in the visible region can be enhanced [1]. High concentrations 
of (Zn,Mg)O alloy have been obtained by the technique of 
pulsed laser deposition (PLD) [2]; however the solubility 
limit has not been clarified, due to many difficulties in sample 
preparation—such as the stability of both oxides. 
In the present study, we investigated the solubility limit of 
MgO in ZnO, the lattice constants of unstrained (Zn,Mg)O, 
as well as some intrinsic properties of (Zn,Mg)O. As MgO 
concentration and reaction temperature increased, we expected 
changes in the lattice constants and the intrinsic properties of 
(Zn,Mg)O. Using this information, a phase diagram will be 
constructed for this pseudo binary system. 

Experimental Procedure:
Various samples were prepared using a multi-step process. 
Samples were prepared of different concentrations of MgO 
from 5 to 20 atomic %. The nanopowders were mixed using 
the ball milling process and then pelletized using cold isostatic 
pressure at 100 Mpa. After the powders were pelletized, they 
were sintered at various temperatures from 800-1500°C 
for 3 hours to 20 hours for samples of high concentrations. 
Homogenous and pure ceramic pellets were produced. The 
ceramic pellets were characterized using various techniques 
including scanning electron microscope observations (SEM), 
x-ray diffraction (XRD), and photoluminescence (PL). 
SEM characterizations were used to define grain boundaries 
and perform grain size measurements. The ceramic pellet’s 

crystallographic features, mainly lattice parameters, were 
determined by x-ray diffraction with copper (Cu) Ka radiation 
using silicon (Si) standard powder. Luminescence properties of 
the samples were characterized with photoluminescence using 
a pulsed laser at 266 nm. All characterizations were performed 
at room temperature. Calculations were then performed to 
determine solubility limit in terms of luminescence properties 
(energy band gap) and lattice parameters (a and c). 

Results:
SEM grain size measurements indicated an increase in 
grain size as temperature increased, but a decrease in grain 
size as concentration increased. XRD results showed that 

Figure 1: SEM image of 15% (Mg,Zn)O at 1400°C.  
Average grain size = 7.095 µm.
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as concentration and temperature increased, diffraction 
angle decreased (refer to Figure 1). Using the data obtained 
from XRD, lattice parameters were calculated. The lattice 
parameter, a, increased as concentration and sintering 
temperature increased and the lattice parameter, c, decreased 
as concentration and sintering temperatures increased. 
According to Vegard’s Law, the plot (Figure 2) shows that 
the samples with a concentration of 20% MgO did not diffuse 
into the ZnO lattice. The estimated solubility limit of MgO 
was 15% for samples prepared at temperatures of 1200°C, 
17% at 1400°C, and 18% at 1500°C. 
Using the photoluminescence data, the band gap was cal-
culated for all samples. A blue shift of the luminescence 
occurred with the increase of MgO concentration and reaction 
temp. Photoluminescence data showed that the band gap had 
increased to approximately 3.6 eV. As the concentration 
increased, the band gap should have increased linearly. 
Using this linear relationship, it can be determined that the 
MgO solubility limit was approximately 16% for samples 
sintered at 1400°C (Figure 3). These limits are approximations 
as the actual chemical composition is likely to be different 
from nominal composition, due to ZnO evaporation during 
the sintering process. 

Conclusions:
A preliminary phase diagram for a pseudo-binary MgO-
ZnO system was constructed, as seen in Figure 4. As MgO 
concentration increased, reaction temperature had to be 
increased to ensure full diffusivity into the ZnO lattice. By 
alloying ZnO with MgO, the band gap increased from 3.3 
eV to 3.62 eV, causing a blue shift of the luminescence. This 
allowed for tuning of the luminescence wavelength, making 
the (Zn,Mg)O alloy a good material for LEDs. 

Future Work:
Future work includes performing chemical composition 
analysis of the samples to determine the actual composition 
as ZnO can evaporate during the sintering process. The peak 
photoluminescence wavelengths need to be determined with 
accuracy. The samples need to be sintered a high temperatures 
and then annealed at lower temperatures to determine the 
solubility limit associated with lower reaction temperatures. 

Acknowledgements:
The National Nanotechnology Infrastructure Network iREU 
Program, National Science Foundation, and the National 
Institute of Materials Science. I want to give a special thanks 
to Dr. Naoki Ohashi. 

References:
[1]	 Chawla, S., et al; “Synthesis and optical properties of ZnO/

MgO nanocomposite”; Journal of Alloys and Compounds, 
459,457-460 (2007). 

[2]	 Zhuang, L, et al; “Microstructure and optical properties of 
MgxZn1-xO thin films by means of pulsed laser deposition”; 
Computational Materials Science (2006). 

Figure 2, top: Plot of the change of lattice parameters with 
sintering temperature and increasing concentration.

Figure 3, middle: Graph showing the variation of 
photon energy with increasing MgO concentration.

Figure 4, bottom: Section of a phase diagram 
for an (Zn,Mg)O pseudo-binary system.
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Introduction:
Polythiophenes are a popular class of organic conducting 
polymers, known for their environmental stability, conductivity 
[1], fluorescence and electroluminescent properties [2]. 
Conducting polymers, such as polythiophenes, have enormous 
potential in both static and dynamic applications, ranging 
from field-effect transistors and diodes to chemical sensors 
[3]. Many applications require the use of conducting polymers 
in the solid phase, which presents a painful trade off between 
high and low density deposition. High density deposition 
allows for easier charge injection as well as greater overall 
charge density, luminescence and conductivity. Unfortunately, 
inter-molecular interactions between uninsulated conducting 
polymers in the solid phase result in imprecise band gap control 
(mainly due to π-π stacking), crosstalk between threads, and 
quenching (lower florescent and electroluminescent quantum 
yield). While low density deposition can often alleviate these 
problems, it is often impractical. By inhibiting undesired 
inter-molecular interactions, insulated conducting polymers 
offer a solution; ideally, allowing for high density deposition 
with better band gap control and little/no loss in quantum 
yield [4]. In this study, we seek to develop an intramolecular 
bi-thiophene rotaxane with minimal degradation of the 
conductive, fluorescent and electroluminescent properties 
of bi-thiophene. The intramolecular bi-thiophene rotaxane 
must also be suitable for polymerization and use in the solid 
phase. 

Results:
A bi-thiophene control compound (Scheme 1) was synthesized 
to both elucidate the effect of covalently attached benzene 
on bi-thiophene, but also to verify core components of our 
synthetic approach, namely Suzuki coupling [5,6] and 
thiophene homo-coupling. Compounds 2C and 3C were 
easily synthesized with moderate to good yield; 4C required 
the optimization via multiple reaction conditions, with both a 
n-BuLi/ZnCl/CuCl2 and n-BuLi/Fe(acac)2 reaction resulting 
in 0% yield. A t-BuLi/CuCl2 reaction was eventually arrived 
at, resulting in ~ 50% yield. 
Optical characterization via UV-Vis spectroscopy (Figure 1) 
revealed that control compound 4C had over twice the peak 
absorbance of bi-thiophene as well as double the Stokes shift. 

Scheme 1, top: Synthetic pathway 
for bi-thiophene control compound. 

Figure 1, bottom: UV-Vis spectra for bi-thiophene control compound 
4C and bi-thiophene. Bi-thiophene absorbance/emission spectra in 
orange and aqua respectively; 4C absorbance/emission spectra in 
red and blue respectively. Note the increased absorbance and Stokes 
shift of 4C versus bi-thiophene. 

The increased absorbance could be attributed to a change in 
thiophene’s electron density due to the attached benzene. The 
increase in Stokes shift was likely due to the increase in the 
number of degrees of freedom between 4C and bi-thiophene 
(more rotation/vibration states in which to dissipate energy). 
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properties of bi-thiophene) polymerization, bulk property and 
solid-state studies will ensue. 
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Synthesis of the intramolecular bi-thiophene rotaxane 
followed the same basic approach as the bi-thiophene control 
compound (Scheme 2), with reactions proceeding with similar 
yields. The cyclization reaction was particularly challenging, 
requiring optimization across a variety of reactors; the highest 
yield being 20% via discrete feed semi-batch reactor (portion 
wise). For comparison, a batch reactor under the same reaction 
conditions achieved a 6.5% yield. The bromination reaction 
(6R/3C) for the intramolecular rotaxane was unsuccessful 
(Figure 2). Noting that deuterium was not visible on H1-NMR, 
we elucidated lithiation site specificity via t-BuLi lithiation 
and deuterated methanol quenching. This test revealed no 
selectivity between the two a-positions on the thiophene 
group, ruling out the possibility of selective coupling via 
direct lithiation. The final coupling reaction remains elusive. 

Conclusions and Future Directions:
This study reveals that the synthesis of a bi-thiophene 
intramolecular rotaxane (7R) is plausible; however, without 
the complete synthesis of the intramolecular bi-thiophene 
rotaxane, comparison to bi-thiophene and the synthetically 
successful bi-thiophene control compound 4C is impossible. 
We will continue working on completing the coupling of 7R, 
and then proceed to optical characterization. If favorable 
(minimal degradation of the fluorescent and electroluminescent 

Scheme 2, left: Synthetic pathway for 
intramolecular bi-thiophene rotaxane. 

Figure 2, below: H1-NMR spectra of 5R and 
6R using the same brominating reaction and 
workup as 2C  3C. Note that 5R/6R and 
2C/3C are identical on TLC. 
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Abstract/Introduction:
Due to fundamental barriers that prevent further scaling of 
metal oxide semiconductor (MOS) field effect transistor 
technology, novel devices are sought as the foundation for 
next generation memories and processors [1]. Resistive 
random access memory (RRAM) offers a promising solution 
to further scaling of memory technology. The building block 
of RRAM is a device that has multiple resistance states that 
can be reached depending on the history of current or voltage 
application. 
Metal-insulator-metal (MIM) structures with transition metal 
oxide (TMO) insulators are typically used to implement 
resistive switching devices [2]. The specific structures studied 
in this paper are copper-tungsten oxide-platinum (Cu-WO3-Pt)  
and platinum-tungsten oxide-platinum (Pt-WO3-Pt). The 
devices were characterized in the virgin state through 
capacitance-voltage (CV), current-time (It), and current-
voltage (IV) curves. A constant voltage forming method was 
used to induce repeatable resistive switching behavior. Stable 
bipolar and unipolar switching was observed in devices with 
Cu top electrodes and Pt top electrodes respectively.

Experimental Procedure:
The devices (Figure 1) were fabricated on sputtered 100 nm 
Pt substrates with a Pt/ZrOx/SiO2/Si structure. 60 nm of WO3 
was deposited using a WO3 target in an oxygen atmosphere at 

1 mbar. Both Cu and Pt top electrodes were deposited using a 
Cu and Pt target, respectively. 100 nm of each was sputtered 
in an inert environment of argon at ~ 1 × 10-3 mbar. The top 
electrodes were patterned using a shadow mask with circular 
openings of diameter 100 nm and 200 nm. However, the exact 
dimensions of the electrodes are uncertain due to shadowing.
A Keithley 2611 System SourceMeter was used for IV and It 
characterization of the chips. CV measurements were carried 
out using a 100 mA 10 KHz signal superimposed on a DC 
sweep from -1V to +1V. The capacitance was extracted by 
modeling the resulting data by a capacitor in parallel with a 
resistor. After a constant voltage forming step, a voltage sweep 
was used to switch the devices between multiple resistance 
states. For certain devices, millisecond constant voltage 
pulses were used to change resistance state of the device.

Results:
The IV curves of the pristine devices showed asymmetric 
behavior with respect to positive and negative bias for both 
types of devices (Pt and Cu top electrode). This was expected, 
due to the difference in the interface between the top electrode 
and bottom electrode because of fabrication methods. 
However, the value of the leakage current could not be reliably 
extracted from the IV curve due to time dependent current 
sources such as dielectric relaxation. The leakage current at 

Figure 1: Cross sectional view of device structure. Figure 2: CV curve of devices with copper top electrodes.



iREU: The NNIN REU Second Year Program	 page 155

iR
E

U

0.1 V, obtained from It curves, was ~ 10-7 A for devices with 
Cu top electrodes, and ~ 10-9 A for Pt top electrodes.
CV curves of the Cu-WO3-Pt devices (Figure 2) exhibited 
significant hysteresis, while Pt-WO3-Pt (not shown) CV 
curves exhibited essentially none. It should be noted that 
multiple sweeps from -1 V to 1 V starting and ending at 0 V 
resulted in similar capacitance values. This could be attributed 
to copper ion diffusion into and out of the WO3 film [2]. Since 
Pt does not diffuse appreciably, no significant hysteresis was 
observed for Pt-WO3-Pt devices.
Forming was carried out on the Cu-WO3-Pt devices using +3 
V with current compliances of 0.1 mA and 1 mA. The time 
required for a device to form (tf) was a parameter of considerable 
interest since it is an indicator of the amount of electric 
stress the dielectric must undergo before repeatable resistive 
switching is observed. In a sample of 8 identical devices, 
formed in succession, under exactly the same conditions, tf 
ranged from 48s to 2367s. Devices also had tf's of 62s, 104s, 
216s, 362s, 422s, and 1550s. Since these devices were on the 
same chip, in an area of less than 0.25 cm2, and were tested in 
a timespan of under four hours, these changes are thought to 
be due to microstructural variations. Elucidating the cause of 
the tf variation would require materials investigation beyond 
the scope of this REU project.

The unipolar switching observed for the Pt-WO3-Pt (Figure 4) 
device was obtained after 800 seconds of -3 V bias, followed 
by 1 second of -4 V bias with a compliance current of -1 mA.  
Figure 4 shows the device switching on at 1.5 V and switching 
off at 0.85 V with 12 mA current. 

Conclusions:
Cu-WO3-Pt and Pt-WO3-Pt MIM structures were fabricated, 
electrically characterized, formed, and switched. The results 
showed repeatable bipolar switching between stable 10 Ω 
and 105 Ω states with a Cu top electrode. Repeatable unipolar 
switching was also observed in a Pt-WO3-Pt device structure. 
Further work is required to determine possible mechanisms 
for the unipolar switching behavior.
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Figure 3: Bipolar switching curve for 
devices with copper top electrodes.

The bipolar switching for the Cu-WO3-Pt (Figure 3) device 
was obtained after a forming at +3 V with a compliance of 
0.5 mA. After forming, repeatable on/off switching occurred 
at +0.9 V and -0.6 V. The On state resistance was measured to 
be on the order of 10 Ω, and the off state resistance was on the 
order of 105 Ω. Both states were stable for at least 10 minutes. 
It is believed this switching arose due to formation of a copper 
channel between the top and bottom electrode [2]. 

Figure 4: Unipolar switching curve for 
devices with platinum top electrodes.



page 156	 2008 NNIN REU Research Accomplishments

iR
E

U

Fabrication of Stacked Quantum Dot Diodes and  
Related Nanostructures and Their Transport Properties 

Brian Lambson
Electrical Engineering and Computer Science, UC Berkeley 

NNIN iREU Site: National Institute for Materials Science, Tsukuba, Japan
NNIN iREU Principal Investigator(s): Takeshi Noda, Quantum Dot Research Ctr, National Institute for Materials Science 
NNIN iREU Mentor(s): Hiroyuki Sakaki, Toyota Technological Institute and the National Institute for Materials Science 
Contact: lambson@eecs.berkeley.edu, noda.takeshi@nims.go.jp, h-sakaki@toyota-ti.ac.jp 

Abstract: 
One way to make a quantum dot intermediate band solar cell (QD-IBSC) is to embed indium arsenide (InAs) 
quantum dot stacks inside an ordinary solar cell. Embedded QD stacks serve as generation and recombination 
centers as well as scattering centers in the QD-IBSC, altering the photocarrier transport characteristics of the 
device. In our work, we studied the photocurrent induced by above-bandgap photons in a 5-period InAs/GaAs 
QD stack, InGaAs/GaAs superlattice, and undoped gallium arsenide (GaAs) system. Our measurements showed 
that the efficiency of photocurrent generation was not significantly reduced in the QD sample. We suggest that 
the influence of the quantum dots on transport was limited due to the relative thinness of the QD region and the 
de-localization of trapped holes and electrons in the intermediate band. A strain-free quantum dot diode with a 
thicker active region needs to be studied in the future to determine whether or not the effects of embedded QDs on 
photocarrier transport are in fact negligible. 

 

Introduction: 
The intermediate band solar cell (IBSC) has the potential 
to achieve higher energy conversion efficiency than many 
alternative photovoltaic conversion devices [1]. The IBSC 
is characterized by the presence of an allowed energy band 
within what would otherwise be the forbidden energy gap of 
a conventional semiconductor material. Sub-bandgap photons 
that normally pass through the material can then be absorbed 
in two transitions: valence band (VB) to intermediate band 
(IB) followed by IB to conduction band (CB). High-energy 
photons are absorbed as usual, by the VB to CB transition.
Engineering a device with the energy band structure 
proscribed by IBSC theory has proved challenging. One oft-
studied possibility is the quantum dot intermediate band solar 
cell (QD-IBSC). In this structure, embedded quantum dots 
confine electrons such that discrete energy levels are attained 
below the CB of the bulk material. If the dots are stacked 
directly on top of one another, periodicity in the direction of 
stacking results in the formation of an IB. 
One major advantage of the QD-IBSC is controllability. By 
manipulating the size and spacing of the quantum dots, one 
can adjust the position and bandwidth of the IB, respectively. 
Likewise, one can position the Fermi level as needed using 
modulated doping techniques. InAs/GaAs quantum dots 
have been the most widely studied for the QD-IBSC due to a 
desirable band structure and convenient growth methods [2].
As research on the QD-IBSC presses forward, we investigated 
effects of InAs/GaAs QD stacks on carrier transport. We 
were particularly interested in whether or not the scattering 

and/or trapping rates of carriers were increased as the result 
of embedded quantum dots. These effects suppress the 
photocurrent and solar efficiency of the device and can be 
used to address the limitations of the QD-IBSC as a model 
for the ideal IBSC. 

Experimental Procedure:
First, a wafer containing five periods of alternating InAs 
QD layers and ∂-doped GaAs capping layers was prepared 
by molecular beam epitaxy. The quantum dots were self-

Figure 1: Photoluminescence spectra showing  
QD, SL, and GaAs ground state energies.
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assembled by the Stranski-Krastanow method. Next, an 
InGaAs/GaAs SL sample was grown by incorporating the 
same amount of In as that for the QD wafer; note here that the 
strain in InGaAs is reduced so that its growth remains in layer-
by-layer mode rather than forming QDs. Last, an undoped 
GaAs sample with the same dimensions as the QD and SL 
samples was prepared. The photoluminescence spectra for the 
three samples is shown in Figure 1. 

lower in the QD sample than the SL and un-GaAs samples. 
This was contrary to our expectation; QD systems tend to 
reduce the mobility of photocarriers by disturbing the crystal 
periodicity and increase recombination by trapping electrons 
and holes in close proximity. To address the contradiction of 
our expectation, we suggest that: (1) the average mobility, 
taking into account the mobility and thickness of the intrinsic 
GaAs region, may not vary measurably between samples; and 
that (2) if the sub-band energy levels of the QD stacks are 
coupled and an electric field is present, electrons and holes 
drift to opposite ends of the stack where they have a low 
probability of recombining. 
 

Future Work:
Future work should focus on determining the extent to which 
our surprising result can be generalized. The systematic 
measurement of photocurrent and radiative recombination 
under various bias voltages is important short-term work 
to assess whether or not recombination in the QD stacks is 
influenced by the magnitude of the built-in electric field. 
Fabricating and testing larger QD stacks, using strain-free 
systems, is a long-term goal. 
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These wafers were processed to make Schottky diodes, as 
shown in Figure 2. For this purpose, transparent Au/NiCr 
electrodes were patterned via metal liftoff and used as an etch 
mask for the diode structure. A thicker electrode, patterned to 
leave a transparent window, capped the device. Current-voltage 
characteristics of these three devices were measured at room 
temperature under dark conditions and under 808 nm, 635 nm, 
and 532 nm laser illumination. Photons with energies well 
above the GaAs bandgap energy were used for illumination 
because the generation of carriers by sub-bandgap excitation 
was negligible. Based on the current-voltage measurements, 
we evaluated the photocurrent efficiency of the device—the 
photocurrent per unit flux of incident photons. 
 

Results and Conclusions:
The photocurrent efficiency results are shown in Figure 3. 
Our key finding was that the photocurrent efficiency was not 

Figure 2: Comparison of QD and SL sample structure (top) 
and Schottky photodiode diagram (bottom).

Figure 3: Photocurrent efficiency using 808 nm, 
635 nm, and 532 nm laser excitation.
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Introduction:
In vitro neuronal networks are inherently complex systems. 
Simplified networks could benefit applications such as cell-
based biosensors, neuroelectronic circuits, and neurological 
implants while also addressing fundamental biological 
questions. Previously, we have employed geometric control of 
network formation by printing a protein grid of poly-D-lysine 
(PDL) and extracellular matrix gel (ECM) on a non-adhesive 
glass background. Although cells adhered to the pattern and 
formed various circuit types (linear connections, feedback 
loops, and branching/converging pathways), complex 
connectivity patterns still formed [1]. Here, we focused on 
creating more intricate patterns by; (i) dual-stamping of 
two different proteins [2], and (ii) nanostructured gradient 
patterns [3]. For dual-stamping, PDL “nodes” were printed 
to promote cell body adhesion, and aligned lines of laminin 
(LN) were printed to induce axon extension. After three 
days of neuron culture, neurons and protein patterns were 
immunofluorescently labeled and imaged. Line pattern type 
influenced neuron adhesion and axon extension, with a closer 
spaced pattern appearing optimal. Neurons also preferred 
lines of 1 µm width in comparison to gradients.

Experimental Procedure:
Two stamp combinations were used for dual-printing (Figure 
1). Stamps were created from a silicon master (dual-printing 
from standard photolithography, nanopattern from ebeam 
lithography) by baking polydimethylsiloxane (PDMS, 
Sylgard 184, Dow Corning) on top (60ºC, overnight). 1 cm2 
stamps were cut out, cleaned in ethanol, and dried (argon). 
Stamps were immersed in SDS (7.5%, 10 min), dried, rinsed 
(MilliQ H2O), redried, and immersed in protein solutions for 
20 minutes. For nodal stamps, a mixture of the fluorescent 
protein TRITC (10 µg/ml) and PDL (10 µg/ml) in Gey’s 
Balanced Salt Solution (GBSS) was adsorbed. For lines, a LN 
solution (20 µg/ml) or LNPDL solution (20 µg/ml LN and 
5 µg/ml PDL) was adsorbed. The stamps were then rinsed, 
dried, and stamped on a flamed glass substrate using a fine 
placer (20 min, 10g pressure) in quick succession to give 
aligned, dual-stamped substrates (Figure 1). Nanoprinting 
stamps were immersed in FITC-PDL (10 µg/ml) and ECM 
(10 µg/ml) mixture (Sigma). Stamped substrates were left 
overnight in petri dishes (pre-coated with PDL) containing 
Gentamycin (10 µg/ml). Primary embryonic rat cortical 
neurons were plated (50,000 cells/plate) and cultured for 

three days before fixing and immunofluorescently labeling for 
either Tau1 (axons, Chemicon), Map2 (dendrites, Chemicon) 
and LN (Abcam) or MAP2 and b-tubulin (Sigma). Imaging 
was completed with a Zeiss Apotome fluorescence microscope 
with AxioVisionRel [4].

Results:
For dual-patterned substrates, neuron cell bodies and neurites 
were typically restrained to the pattern for both protein 
mixtures on the 100 µm patterns (Figure 2). For the 150 µm 
patterns, those axons relatively restricted to the pattern were 
still noticeably less constrained by the lines than the 100 µm 
spaced patterns.
Cell body locations were counted (Figure 4A) as one measure 
of neuron adhesion to the protein pattern, ideally on PDL 
nodes. This cell body-to-node specific adhesion occurred for 
the majority of cells only on 100 µm line LN patterns with 
PDL nodes. For LNPDL patterns, more than half of the cells 
on the pattern adhered to the LNPDL lines, randomizing 
their position. This position is not ideal for applications 
such as in neuroelectronic circuits with electrode arrays. 
The majority of cells on the 150 µm patterns adhered to the 

Figure 1: Dual-printed micropatterns, shown as: A. 150 µm schematic; B. 
100 µm schematic; C. 150 µm printed pattern; D. 100 µm printed pattern.
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unstamped background. PDL contamination of the background due 
to stamp sagging or from pre-coated PDL petri dishes could be partly 
responsible.
Axon locations were also recorded as a meter of line guidance (Figure 
4B). 150 µm lines had more axons unconstrained or only slightly 
constrained by the lines. The axons on 100 µm lines of LN were 
guided best by these lines, which also correlated with typical axon 
length [3]. Studies [2] have suggested that a pattern in which neurons 
cross from a different substrate onto LN gives the best restriction to 
LN. Perhaps an interrupted line pattern, without overlap of LN and 
PDL, would give better guidance by LN.
For nanopatterned gradient substrates, neurons were fluorescently-
labeled to monitor all neurite projections along the patterns (Figure 
3). Preliminary experiments completed here showed that neurites 
preferred 1 µm line widths over all other gradients or lines provided 
by the pattern.

Conclusions:
Both the cell body adherence and line guidance were significantly 
better for the 100 µm spaced patterns than for 150 µm lines. LNPDL 
randomized the cell body location across the protein pattern, as cells 
would adhere equally to the PDL printed as a line or node. Of the few 
options tested, the 100 µm spaced pattern with LN lines would seem 
best for limiting locations of cell body attachment.

Future Work:
Future work could involve basic stamp redesign to optimize neuron 
growth and differentiation on these patterns, such as making 
narrower lines to prevent cell body adhesion, larger nodes to contain 
all dendrites, and shorter pattern spacings such as 80 µm [3] to match 
typical axon length. Other adhesion proteins, such as L1, NCAM, or 
tenascin C could also be substituted.
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Figure 2, top: Neurons cultured on: A. 150 µm LN interrupted lines;  
B. 150 µm LNPDL interrupted lines; C. 100 µm LN lines;  

D. 100 µm LNPDL lines. 50 µm scale bar.

Figure 3, middle: Preliminary nanocontact printing of axon guidance protein 
gradient. A. Stamp SEM image. B. printed PDL-ECM SEM.  

C. and D. Neurons growing on nanopatterned PDL-ECM.

Figure 4, bottom: Quantification of Pattern Resilience  
A. Cell body-to-PDL node location; B. LN and LNPDL-to-axon location.
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Abstract: 
We report the successful growth of highly symmetric GaAs/AlGaAs quantum dots (QDs) on the (111)A surface 
of a GaAs substrate using modified droplet epitaxy. A growth recipe was optimized in order to attain samples 
with small, low density QDs as well as small, high density QDs and those parameters are reported here. The QD 
samples were characterized with macro and micro photoluminescence to determine their optical properties as well 
as possible size distributions. 

Introduction: 
As the semiconductor industry continues to progress 
towards new and novel devices and structures the quantum 
dot (QD) continues to assert itself as one of the more 
promising and flexible nanostructures. One example of this 
flexibility is demonstrated in the capability of the QD to 
emit not only single photons, but an entangled photon pair. 
To date, entangled photon emission has been coaxed out of 
QDs through the use of external electric and/or magnetic 
fields as the fine structure splitting of the QD energy levels 

otherwise results in a lack of photon energy degeneracy. In 
order to eliminate this fine structure splitting, we utilized the 
following techniques: 1) QD growth using modified droplet 
epitaxy as opposed to Stranski-Krastanov (SK) growth which 
eliminates strain inherent and necessary in SK growth; and 2) 
QD growth on (111)A GaAs as opposed to the more standard 
(100) GaAs substrate with the expectation that the three-fold 
symmetry of the (111)A surface reconstruction as opposed to 
the two-fold symmetry of the (100) surface reconstruction 
will enforce greater symmetry and reduced anisotropy in the 
QDs themselves (Figure 1). 

Experimental Procedure: 
All of our samples were grown in a standard Riber molecular 
beam epitaxy (MBE) machine and characterized using atomic 
force microscopy (AFM) measurements to determine size and 
density/distribution, and photoluminescence measurements 
to determine the sample’s emission spectrum. In order to be 
able to test and characterize individual QDs, it was necessary 
to grow our sample with a density lower than 109 QDs/cm2,  
something that had not been published before utilizing 
the (111)A substrate. Further, in order to achieve what was 
believed to be optimum emission spectra, we desired the QDs 
to have a width of approximately 30-40 nm and a height of 
less than 4 nm. 
All QD samples were grown utilizing a technique known as 
modified droplet epitaxy (MDE), in which gallium (Ga) is 
first deposited on the substrate alone, forming Ga droplets on 
the substrate surface, and then arsenic (As) is introduced into 
the growth chamber crystallizing the Ga droplets into GaAs 
QDs. It is these Ga droplets which we initially optimized for 
density and droplet size through a variance of three growth 
parameters, namely substrate temperature (Tc), Ga deposition 
rate and total amount of Ga deposited. Ga droplet samples 

Figure 1: (a) & (b) GaAs (100) surface reconstruction; 
(c) GaAs (111)A surface reconstruction.



iREU: The NNIN REU Second Year Program	 page 163

iR
E

U

were grown in three stages, each varying one of our growth 
parameters. The Tc was varied from 200°C through 500°C in 
increments of 100°C, while the deposition rate and deposition 
amount were held constant at 0.1 monolayer (ML)/s and  
2 ML respectively. The second set of Ga droplet growths varied 
the deposition rate with growths at 0.1 ML/s, 0.05 ML/s and  
0.01 ML/s while holding Tc constant at the optimized temp-
erature and holding the deposition amount at 2 ML. Our 
third set of growths varied the deposition amount (2 ML,  
0.1 ML and 0.05 ML) while holding the other two parameters 
constant. 
Once we had achieved our desired density and size distribution 
we then grew crystallized GaAs samples with both low and 
high QD densities in order to measure the optical emission 
properties of our samples through photoluminescence. Macro 
photoluminescence was utilized to determine the emission 
spectrum of the overall quantum dot sample. From the 
sample’s emission spectrum, there could be some estimations 
made with regard to quality and size of the quantum dots 
within the sample. Micro photoluminescence would then be 
used to characterize and determine the properties of individual 
nanostructures with specific attention paid towards attempting 
to determine the fine structure splitting of the quantum dot’s 
energy levels. 

plot where the emission from these midsized QDs would 
appear. The QDs grown demonstrate the isotropy and 
symmetry that we desired, as can be seen in Figure 4 where 
a cross-sectional profile was taken of the AFM image across 
two orthogonal directions. 

Future Work: 
Future work will include additional micro photoluminescence 
characterization intended to verify the emission of entangled 
photons from these QDs, as well as detailed characterization 
of the properties of these QDs. 
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Figure 2: (a) Non-optimized Ga droplet sample; 
(b) Optimized Ga droplet sample.

Results and Conclusions: 
Substrate temperature (Tc) and deposition rate had the greatest 
effect on droplet density reducing it from 2.8 × 1011 cm-2 (with 
Tc of 200°C and deposition rate of 0.1 ML/s) to 7.1 × 108 
cm-2 (with Tc of 500°C and deposition rate of 0.01 ML/s). 
The droplet size was able to be reduced from a maximum 
size distribution with a mean of ~ 100.0 nm wide by 21.8 nm 
high to a distribution with mean of 43.9 nm wide by 4.14 nm 
high. This reduction corresponds to a total volume decrease 
of more than a factor of ten. These drastic reductions in 
droplet density and size distribution can be seen in Figure 2. 
Macro photoluminescence results from one of the low density 
QD samples demonstrate something which was initially 
unexpected (Figure 3), that being a double peak in the optical 
emission spectrum. This double peak suggests that there is a 
certain point at which small Ga droplets coalesce into larger 
droplets, thus creating a vacancy in the photoluminescence  

Figure 3, top: Cross-sectional profile of a single QD taken from two 
different orthogonal directions and overlaid on top of each other.

Figure 4, bottom: Temperature dependent photoluminescence 
emission of a low-density quantum dot sample.
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Abstract:
The ever increasing demand for high power, high frequency, and high temperature devices has prompted much 
research into AlGaN/GaN high electron mobility transistors (HEMTs) because of their high breakdown voltage 
and excellent electron transit properties. Optimized AlGaN/GaN HEMTs promise to play a pivotal role in next 
generation mobile phone base stations, radar, mixers, oscillators, and attenuators in both commercial and military 
applications. This work characterizes the performance of AlGaN/GaN HEMTs on SiC in relation to source-
gate spacing. Development of HEMT technology is explored utilizing T-gates and optimized ohmic contacts for 
improving the high frequency operation of future HEMT generations.

Introduction:
Gallium nitride (GaN) HEMTs excel over competing 
technology for high power, high frequency applications. GaN 
HEMTs have an order of magnitude higher power density 
and higher efficiency over silicon (Si) and gallium arsenide 
(GaAs) transistors, allowing a ten time size reduction for the 
same output power, while simultaneously saving material 
cost. The wide band gap (3.4 eV) allows for rugged high-
voltage, high-temperature application extensively covering 
both commercial and military markets [1].
AlGaN/GaN HEMTs with varying source-gate spacing were 
fabricated using a standard technology process developed in 
our lab. HEMTs were characterized by their DC, I-V, C-V 
characteristics, Hall measurements, and high frequency (HF) 
measurements. A hydrogen silsesquioxane (HSQ)/polymethyl 
methacrylate (PMMA) T-Gate process was then developed to 
increase the ft and fmax of the next generation HEMTs. Ohmic 
contacts with improved morphology and line edge definition 
after annealing were also investigated. 

Experimental Procedure:
Transistors were fabricated on a semi-insulating silicon 
carbide (SiC) substrate (Figure 1) with a layer stack grown 
by metal-organic-vapor-phase-epitaxy (MOVPE). Transistor 
fabrication began with mesa isolation performed by argon 
sputtering followed by ohmic contact and Schottky gate 
metallization. Ohmic contacts consisted of Ti/Al/Ni/Au 
metallization from bottom to top with a respective layer 
thickness of 35/200/40/100 nm. Schottky gate metallization 
was Ni/Au with thickness 25/100 nm with 170 nm gate length. 
Contact pads to the source, gate, and drain consisted of Cr/Au 

with respective thickness 20/400 nm. Contact resistance was 
0.68 Ω•mm and the sheet resistance was 422 Ω per square, 
determined by transmission line measurements. 
T-Gate processes can be categorized in one-step and in two 
step-processes. In the latter, the gate foot is defined separately 
from the gate head. This approach was chosen for investigation 
utilizing HSQ and PMMA as e-beam resists. HSQ was used 
for the gate foot because of its availability and high resolution, 
while a PMMA tri-layer (200K/200K/950K) was chosen for 
the gate head. 
E-beam markers maintaining a better morphology and 
line edge definition were investigated to automate T-gate 
alignment without any undesired offsets from source or drain. 
In this manner, the introduction of an additional marker layer 
could by circumvented. Ti/Al/Mo/Au metallurgy was tested 
as an alternative to the standard contact metallurgy of Ti/Al/
Ni/Au. 

Figure 1: AlGaN/GaN HEMT layers. 
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Results: 
In the transistor experiment, source resistance Rs, was 
decreased by aligning the gate closer to the source during 
the gate fabrication process step. As intended, the external 
transconductance gm,ext increased with a decreasing source 
resistance (Figure 2). 
Moving the gate from the drain towards the source increases 
gate-drain distance simultaneously. For a HEMT, the largest 
potential difference can be found between the gate and the drain 
if a common bias point is considered. In this way an increased 
source-gate distance lowers the gate-drain breakdown voltage 
Vgd,breakdown (Figure 3).
Both results, extracted from DC measurement data, showed an 
improvement of the device regarding gm,ext and the Vgd,breakdown. 
Cut-off frequency, ft, increases inversely with gate-source 
capacitance, Cgs, and proportionally with gm,ext. However, 
high frequency measurements do not exhibit an increase in ft 
despite the lowered source resistance and higher gm,ext (Figure 
4). The reason for the decrease of both operating frequencies 
with a lowered source-gate distance is believed to result from 
more Cgs than gm,ext increase.
A reproducible two-step e-beam T-Gate process was 
successfully developed (Figure 5) with HSQ/PMMA. 
An excellent gate foot width of 90 nm was achieved with 
experiments yielding good results down to 40nm. Future 
work will consist of gate recess etching in order to keep a 
reasonable aspect ratio of the HEMT gate structure.
/Al/Mo/Au based ohmic contacts yielded better morphology 
and line edge definition after annealing than our previously 
optimized Ti/Al/Ni/Au contacts. In comparison to optimized 
contacts, Ti/Al/Mo/Au contacts had double the contact 
resistance (Rc = 1.2 Ω/mm) and resulted in an order of 
magnitude higher contact resistivity of about rc = 3.82•10-5 
Ω•cm2, indicating that more investigation of layer properties 
would be needed to lower resistance. 

Conclusion:
Analysis of standard technology fabricated transistors with 
varying source-gate distances was performed to establish a 
starting point of further investigations. A HSQ/PMMA T-Gate 
process was successfully developed for next generation 
AlGaN/GaN HEMTs. Currently, the T-Gate process step is 
being integrated into the standard HEMT process with a gate 
recess etch, and gate dimension optimization to reduce Cgs and 
improve ft will follow soon thereafter. To allow automated 
e-beam T-Gate alignment, Ti/Al/Mo/Au e-beam markers with 
lower resistivity will also be further investigated.
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